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Abstract

The development and deployment of artificial ingghce (Al) is and will
profoundly reshape human society, the culture amel ¢tomposition of
civilisations which make up human kind. All techogical triggers tend to
drive a hype curve which over time is realised byoatput which is often
unexpected, taking both pessimistic and optimiséicspectives and actions of
drivers, contributors and enablers on a journeyrw/itlee ultimate destination
may be unclear. In this paper we hypothesise thatjdurney is not dissimilar
to the personal journey described by the KublersRosange curve and
illustrate this by commentary on the potential of #r drug discovery,
development and healthcare and as an enabler épr sfgace exploration and
colonisation. Recent advances in the call for raguh to ensure development
of safety measures associated with machine-basathing are presented
which, together with regulation of the rapidly emieg digital after-life
industry, should provide a platform for realisimg tfull potential benefit of Al
for the human species.

Keywords artificial intelligence, regulation, healthcare,asp exploration,
digital afterlife.

1. Introduction

Al is the intelligence demonstrated by machinescamtrast to natural intelligence which is
displayed by human beings and other animals. Wealaldo known as narrow Al, is artificial
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intelligence that is focused on one narrow taskgf@mple satellite navigation. In contrast to weak
Al, strong Al, also defined as broad Al, artificigeéneral intelligence (AGI) or sentient Al is a
machine with consciousness, sentience and mindagthdthe ability to apply intelligence to any
problem, rather than just one specific task [1]ddy all systems that use Al are operating as a
weak Al focused on a narrowly defined specific peot, however, such is the advance in the field,
the possibility of developing stronger if not stgoAl may become a reality as computing power
continues to increase and digital data is usedinfarced learning algorithms.

Alan Turing [2] defined intelligence in a very sitepvay as a question of conversation. He
proposed that if a machine can answer any questiany subject asked of it using the same words
and tone that a human being can understand, teemdlhine is called intelligent. This definition is
known as the Turing test.

The objectives of this paper were to stimulatekimg for the assessment of the potential of
Al in two areas of science and to support a phpbstal argument that progression along the
Kubler-Ross change curve can match the profilesgf technologies defined by the hype cycle. We
have chosen the areas of drug discovery and dewelopand their application to the rapidly
changing field of human healthcare and the prospectspace exploration and colonisation, both
today as current examples of weak Al. However,pbeential for strong Al, despite a distant goal
should not be underestimated, indeed it may forrh gdfahe future for deep space exploration and
colonisation of exoplanets outside of the Solatesys

2. Definition of Life

There are many definitions of life and we captiweé¢ which represent the most consistent:

“The condition that distinguishes animals and @danbm inorganic matter, including the
capacity for growth, reproduction, functional atiryand continual change preceding death” [3].

“The property or quality that distinguishes livimmyganisms from dead organisms and
inanimate matter, manifested in functions such etbolism, growth, reproduction, and response
to stimuli or adaptation to the environment origing from within the organism” [4].

“Life, living matter and, as such, matter that skowertain attributes that include
responsiveness, growth, metabolism, energy tramsfioon, and reproduction” [5].

The definition of life, as for The Turing testasthropomorphic in nature. As the definition
is usually derived from biologists, it will by infence relate traits identifiable within the liferrios
studied, which in turn have a common origin. Thisiation establishes a bias on both the
observation and therefore the output. We considearpeters which support the classical definition
of life today and extend the terms into a consitl@naof a possible future definition, making some
key observations and asking several questions €Tapbl We note that that there are similarities
between parameters which support the human detndf life and those which could be applied to
Al.

As we begin to become less constrained by the mulbreundaries of human and machine
intelligence and perhaps venture towards electivendn enhancement in future, rather than
therapeutic enhancement today, our traditionalndtefn of life will require revisiting. Perhaps a
more fitting definition of life could be: “A systemwhich is self-sustained and able to learn and
adapt to environmental input”.



Table 1. Parameter Definition of Life Today and a lPoposed Future Definition
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extended into areas of conflict?

Evolve Al has been shown toNeuroevolution, where neural
evolve to solve problems.networks are optimized through
evolutionary algorithms, is an
effective method to train deep
neural networks for reinforcemepnt
learning (RL) problems [9-13].
The use of simple genetic
algorithms has surprisingly
outperformed state-of-the-art RL
algorithms.

3. Hype Cycle

The hype cycle is a graphical representation ofntiagurity, adoption and application in the real
world of specific technologies. It is a brandedduret of Gartner, a US based company dealing in
consultancy and advisory activities applying infatran technology to the assessment of emerging
trends in many technologies [14]. It has been paldrly useful in the mapping and assessment of
the myriad of activities which fall under the categ of Al [15] and may be summarised in
Amara’s law which states that: “We tend to overaate the effect of a technology in the short run
and underestimate the effect in the long ii®].

The generation of innovation and adoption of neshtelogy will naturally be met by a
variety of human response characteristics and $aah categories may be represented which will
drive, influence and enable both the developmedtdaployment of new technology (Figure 1).
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The figure may be considered in two parts; an upositive level and a lower negative level. On
the upper level. ‘early innovators and adopters’'tapse individuals who are in the main optimistic,
are entrepreneurial and have either the experiengersuasive power to be highly influential to
others, especially technical experts whose skiles required. The second quadrant of positive
individuals are the ‘persuadable followers and adwes’ who are essential catalysts for change and
are likely a larger group of people. The lower lewvay be comprised of two quadrants. The first
are the ‘late laggards’, who either through apathyeventual realisation join their colleagues in
progressing a concept. The last group are theltig@t resistors’, who tend to be in the minority
and who are resistant to new opportunities and ezan be damaging to those ‘persuadable
followers and advocates’. This is particularly welet when the nature of human optimism is
addressed but first we should consider the humsporese to change.

4. Kubler-Ross Change Curve and Criticism

The change curve was originally proposed in 196Elksabeth Kubler-Ross to illustrate and help
people cope with and manage a personal terminasdl or an illness associated with a close
relative or friend [17]. It is now widely used toamage dramatic change and perceived crisis,
especially in larger organisations where staff e@pee sudden news, often associated with major
restructuring [18]. By understanding both persomald personnel’'s response to change,
understanding a person’s position on the changesamay help manage the situation by retaining
perspective and objectivity and ultimately bringifgpward a transition of leaders and their
followers to the new normale. It is not a tool waitt criticism and indeed in the example of coping
with personal grief due to death, evidence subisimj complete transition through the change
curve may be lacking [19] leading to caution in theief that everybody completely adapts to
change over time [20]. As with all change, an ignépessimism or optimism plays a great role in
retaining both personal motivation and objectivétyd also in signalling the positive messages
associated with change acceptance to others wittmwihdividuals have either direct or indirect
contact and communication.

5. Change-hype and Despair Versus Hype and Hope

Although our consideration of the hype cycle andnge curve is only briefly addressed, many
examples across multiple industries support botimadels of human response and reaction and
over time, both models allow eventual establishma&na status quoeven though this may be
transitory. We will consider two further factorsyeoexample for each of the hype cycle and the
change curve. The first, specific to Al is knownths Al winter and the avoidance of a second
occurrence [21], [22]. The Al winter correspondghe period at the trough of disillusionment [14]
where, in this case, investor confidence and emtiect, public interest and promise reached rock
bottom and funding and commitment to Al technolegwas drastically reduced. Many of the
reasons which brought on the onset of past Al wsntevolved over-expectation and promise where
there was and remains some concern that expedatitimnot be met [23] or that Al will become
sentient [24]. To help put the opportunity presdnbgy Al in perspective, a recent European
Parliamentary Report exposes some of the mythsalhgifor a global charter to help maximise the
benefits of a technology often misunderstood ansrepresented to the general public [25]. This
misunderstanding is further illustrated by a repmtescribing public perception and pessimism in
long-term trends in the development of Al, thougicauragingly finds optimism in a future of Al
in healthcare and education [26]. This forms a eegay into the next factor which relates to
personal optimism. It has been known for some y#aas there is a neural basis for optimism,
where both optimism and pessimism are associatéld aviferent parts of the brain’s cerebral
hemisphere, pessimism with neurological processeshé right hemisphere and conversely,
optimism with neurological processes in the lefnigphere [27], [28]. Moreover, there is evidence
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that optimists already preconceive a situation whitiere is probability of a future successful
outcome [29] and thesepriori beliefs will likely be present in individuals whieside in the upper
left quadrant of Figure 1. Furthermore, unrealisptimism though perhaps useful in conditions of
high adversity, is a potential danger, particulamlyhe context of decision making on investment of
personal or others’ funds and time. Clearly indidtpsyche may have a major influence on esteem
and personal health and well-being and directly aotpthe behaviour and esteem of others,
particularly from a position of influence. We natithat there is a similarity in the profile of the
hype cycle and the Kubler-Ross change curve and kagerimposed both curves. Accepting that
the axes are arbitrary and that the magnituderidléstration purposes only, we have considered
what the Kubler-Ross change curve may be for aopergho is neither a natural pessimist or
optimist (Figure 2a) and a natural optimist (FigRbs.

Figure 2a
Kubler - Ross change curve over time
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A natural pessimist, or a person who is neitheesspnist nor an optimist may experience a rapid
and steep shock behaviour where the peak of tegponse precedes the peak of expectation with a
difference (A) and over time their acceptance amelgration level is higher than at the start ofrthe
entry on the change curve with a difference mageit(B). Compare this profile with that of a
person predisposed to optimism, where their ematierperience on the change curve is blunted
and flatter such that A* > A and the difference miagde at the end of the cycle and curve is such
that B* < B. It should be noted that this is amslirative proposal and that further qualitative kvor

is needed to verify this concept which attemptsatcommodate the natural predisposition to
pessimism or optimism with the realisation and éwvaihacceptance of new technology.

6. Case Study One — Al in Drug Discovery,
Development and Healthcare Today

In 2016, a study by the Tufts Centre for the Statiiprug Development estimated the overall cost
of delivering a new approved and marketed medicne$2.6Bn [30]. Reasons underlying
productivity decline are multi-factorial and corng®i contributions from basic non-clinical and
translational science, clinical efficacy and safeggulatory and commercial issues, together with
the need to tackle increasingly challenging ardalsuman disease where the pathophysiology is
often heterogeneous. Significant advances in sorgef81], use of antibodies [32], [33] and
generation of new modalities for targets previousigught as intractable [34], [35], phenome
technologies applied to large samples sets and swlame sample size [36] mean that it is now
possible to generate very large data sets designassist the selection of candidate drugs and thei
progression through lengthy and costly clinicallti One critical part of the drug discovery praces
which underpins all downstream further drug develept in both non-clinical and clinical phases
is the physical laboratory-based manual handlingaiential new medical entities and to match
appropriately designed drugs to the genotype aeddqtiype of the patient. Drug discovery is often
described using the metaphor of finding a needk aystack. In this case, the haystack comprises
the order of 1% - 10/ synthetically feasible molecules [37], out of whi compound needs to be
identified which either satisfies all the standarieria for a molecule with drug like properties o
can form a lead for further optimisation. Eitherywthe fraction of the total number of molecules
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which can be physically synthesised, let aloneetkst vitro is very small and algorithm based
virtual de novodesign of molecules may produce a more restrigtellmanageable chemical library
for laboratory-based work to commence or furthegpess.

The rapidly expanding area of machine-based legraitificial intelligence has been used
to ‘teach’ computers the basic principles of druesign from the foundation. Al approaches to
rational drug design and to predicting drug toxagyl have been proposed for many years [38] and
numerous approaches have been taken and reporield ddscribe varying degrees of success [39-
42], with some questions remaining over the abibtyAl to reproduce true chemical diversity, a
prerequisite for exploitation of chemical propestialigned to delivering novelty [43]. More
recently, an algorithm known as Reinforcement Lig@yrior Structural Evolution, or ReLeaSE, is
an algorithm and computer program that comprisesn®ural networks [44]. The networks may be
regarded as a trainer and a learner network, wtherdrainer employs the syntax and linguistic
rules for the language of chemical structures fogpraximately 1.7 million known biologically
active molecules. This machine-based learning ambrohas been successful in designing
compounds that fall into two broad and opposings®#a of differing melting temperatures, biased
towards a range of lipophilicity and with differinglues of plGo directed against the Janus 2 non-
receptor tyrosine kinase. The system can be exdetadenulti-parameter optimization of compound
properties in a concurrent manner and it may besiples to compress the classical lead
identification and optimization phases, build id@sired targets pharmacophores which may afford,
for example radioprotection as standard while osimg potency, selectivity, solubility, and
DMPK parameters associated with drug-likeness.

For both a pessimist and an optimist we place diisgovery, development and healthcare
on the upward innovation trigger curve expecting fiateau to be reached within the next 2 to 5
years with the optimist higher up the curve.

7. Tomorrow

Given the driver to improve overall costs assodatgth research and development for new
medicines and the potential of Al, there are vaghhexpectations on the technology to shorten
discovery cycle times and to align new drug deswgh digital data that is, or will be collected on
individuals to ensure the ‘right drug to the rigtdtient taken in the right way’ [45]. A rapid
increase in the number of collaborations of Al tembgy companies with key players in the
biopharmaceutical industry has occurred particylavier the last 2-3 years [46]. In addition to drug
hunting and alignment to patient needs, Al also dgmtential role in maximising the value of
established drugs or discontinued drugs to be pgsed for the treatment of human disease for
which they were not originally intended. Known amgirepurposing, this has been predominantly a
serendipitous approach which has progressed weigahe hype cycle having generally delivered
less than expected and having been faced with rauserhallenges [47]. An algorithm assisted
way of predicting on-target activity in multiplesgiase indications and exploiting off-target acfivit
in the same, whilst minimising both on and off-&trgoxicology may allow drug developers to
more rapidly assemble a candidate list for cliniegting further informed by the collection of
patient data. However, the potential for the cdmifion of Al to over promise has been recognised
as ‘the storm before the calm’ [48].

In February 2019, it was announced that researdhave developed the largest virtual
library of molecules which will soon contain oveb#@lion molecules in a free publicly accessible
pharmacology platform called ZINC and have showvat thcan identify new chemotypes, some of
which have very good potency and selectivity dedcat their molecular target [49]. This is
potentially a paradigm shift in Al assisted drugadivery and it remains to be seen whether this
technology can be exploited to provide faster reutedrug candidate selection for clinical testing
than the current industry standard.
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One further area which has emerged into prominéndée field of Al assisted clinical
diagnosis and management of patients, termed ly Tenpol as Deep Medicine, which may be a
true partnering of Al with human intelligence angerience [50]. There can be no doubt that Al is
providing substantial benefit to healthcare asrthmber of Al based approvals from the Federal
Drug Administration is increasing and the numbeiirafications reporting favourable predictive
power for Al is also increasing. However, the papaorts that: “The state of Al hype has far
exceeded the state of Al science” and provides lanbad assessment of the limitations and
challenges and clear recommendations for futuresideration which envisage Al as a vital
assistanto the physician and notraplacementor him or her.

8. Case Study Two — Al in Space Exploration
and Colonization Today

The development of machine learning, and artificiealral networks is also having a significant
impact on space exploration. Already, space agsnidie the National Aeronautics and Space
Administration (NASA) and the European Space Age(fe$A) are looking to Al for assistance
with data collection, data analysis, mission plagniguidance and research target selection. The
first-ever case of Al being used to assist withcgpaxploration is the Deep Space 1 probe, a
technology demonstrator tasked with conductingybyflof an asteroid (9969 Braille) and a comet
(Borrelly) in 1998. This mission used an Al algbnit called Remote Agent [51], which can plan
activities and diagnosing failures on-board. Sithen, Al has played a major role in assisting with
Earth observations and astronomical research. BEesmpclude the Earth Observer 1 (EO-1)
satellite [52], which relies on Al systems to opimits analysis and response to natural disasters;
and the Sky Image Cataloguing and Analysis ToollG3X) [53], which relies on Al to assist with
the classification of objects discovered by theosedPalomar Sky Survey.

In addition, a team of astronomers used machimailegto sort through data gathered by the Kilo
Degree Survey (KiDS) to identify 56 new possiblawgational lenses [54]. As next-generation
telescopes commence operations, researchers plasetdl to find patterns and correlations by
systematic interrogation of vast amounts of gathetata. In terms of exploration, Al is already
playing an important role. This includes the Automomus Exploration for Gathering Increased
Science (AEGIS), which provides automated targetingemote sensing instruments on the Spirit
and Opportunity rovers [55]; and the Planetaryrimaent for X-ray Lithochemistry (PIXL), an
autonomous instrument developed for Mars 2020rover that is designed to examine fine scale
chemical variations in rocks and soils on planetsuyfaces [56] - a key indicator of past (or
present) life. On PIXL, John Leif Jargensen fromWDSpace in Denmark said:

PIXL’'s microscope is situated on the rover’'s arnd aeeds to be placed 14 millimetres
from what we want it to study. That happens thakseveral cameras placed on the
rover. It may sound simple, but the handover peeesl finding out exactly where to
place the arm can be likened to identifying a boddfrom the street from a picture
taken from the roof. This is something that Al mieently suited for [57].

Looking ahead, further developments in the field Adf are expected to have an even more
significant impact. With applications ranging fromavigation and enhanced situation self-
awareness to decision support for spacecraft sydesign [52], Al is likely to play a major role in
long-duration missions to Mars and other locatibbeyond the Earth-Moon system, especially
where significant numbers of crew are involved. Sghenissions would be characterized by crews
spending months inside space capsules, where thalgwe subject to the effects of microgravity,
higher levels of radiation and stress. Already,tipld investigations have been mounted where Al
is envisaged as a means of mitigating these effEotsinstance, in recent years, NASA has begun
to explore hibernation as a viable means of keepiags healthy during long-duration missions. In
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2014, NASA partnered with Space Works Enterprisepdrform an initial evaluation of a Crew
Transfer Vehicle (CTV) where passengers would keced in a torpor-induced state for the
duration of the voyage [58]. The advantages offiadl hibernation extend beyond resource
consumptions, aging, and psychology, and include gbssibility of improved protection from
cosmic radiation. This is based on recent resetirahrelies on early animal models tests that
suggest how the effects of radiation could alsoelokeiced during hibernation [59].

Such missions, however, are likely to be heaviljiane on Al for navigation,
communication, maintenance and other spaceshiatpes. A possible solution lies in the form of
‘cognitive radio’, a technology being investigategd NASA’s Glenn Research Centre as a means of
increasing the efficiency of space data transmmssid his approach marries advances made in
machine learning and cognitive computing to ragimmmunications to handle the heavy volume of
communications traffic associated with space missidt is easy to envision that this combination
of Al and space communication could also be appietbng-duration space missions, especially
where crews are kept in hibernation. Instead ofimgl on human controllers, Al-based systems
would oversee supplying regular updates to missiontrollers and selecting specific radio
channels for optimum data transmission.

As Janette C. Briones, the principal investigatoithe cognitive communication project,
explained:

The recent development of cognitive technologies ew thrust in the architecture of
communications systems. We envision these techesogwill make our
communications networks more efficient and resilfen missions exploring the depths
of space. By integrating artificial intelligencedacognitive radios into our networks, we
will increase the efficiency, autonomy and relidgiibf space communications systems
[60].

Navigation is another area where Al-related rese&deading to applications. In 2018, NASA'’s
Frontier Development Lab (FDL) and Intel partneteddevelop a system that could assist with
navigation on the Moon in the same way that a Gldbasition Satellite (GPS) assists with
navigation on Earth. However, instead of relyingeogatellite and tracking software to determine
one’s location, the system would rely on Al-proeessmages of the lunar surface. The process of
creating this system consisted of using an Al @ and combine 2.4 million images of the lunar
surface, which resulted in the creation of a “\attMoon” [61]. Based on the team’s simulations,
this was enough to effectively navigate in lunaviemnments. The team is hoping to address Mars
next, using satellite and rover images of Martiarface to create a “virtual Mars.” These and other
maps will be incredibly useful when crewed missians mounted to celestial bodies that do not
have a system of satellites yet.

Taken together, autonomous navigation and commumcaystems could allow for long-
duration space missions where crews do not nebd twake for most of the journey. Considering
that this will probably be necessary where deegepaissions are concerned (to ensure crew
health and reduce the amount of supplies needatgiee of automation is a must. In addition, Al
could play a vital role in ensuring the health amell-being of crews that are kept in waking
conditions during long-duration missions. A goocgm@yple of this is the mobile and autonomous
assistance system known as CIMON (Crew Interadtivile companiON). This Al assistant,
which was developed by the German Aerospace CdittdR) in conjunction with Airbus,
leverages Watson Al technology from the IBM Cloundl aecent developments in robotics to create
a voice-controlled artificial intelligence thatfidly-autonomous and interactive.

In the summer of 2018, CIMON became the first Alb® deployed to the International
Space Station, where it currently aids astronatuts their everyday tasks. Beyond this, CIMON is
also a technology demonstrator designed to evalha&taises of Al in mitigating the stresses of
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long-term spaceflight. Its effects on station operes and crew support are currently the subject of
an ongoing study [62].

“CIMON is a technology demonstration of what a fetuAl-based assistant on the
International Space Station or on a future, lortgem exploration mission would look like. In the
future, an astronaut could ask CIMON to show a @doce for a certain experiment, and CIMON
would do that” remarked Marco Trovatello, a spokas of the European Space Agency’s
Astronaut Centre in Cologne, Germany [63]. If pemera outposts and/or colonies are created on
Solar System bodies, Al-powered assistants an@sgsare likely to extend to these locations as
well. In addition to interacting with crews and nitoning their mental and physical health, Al
could be tasked with monitoring a habitat’'s systemsenitoring vegetable gardens, and sending
regular communiques back to Earth.

As humanity’s presence in space increases, andamssef greater size and complexity are
mounted to locations farther into the Solar Systanmd possibly beyond), Al will be increasingly
relied upon to handle the sheer volumes of data@adsist with complex tasks. The importance of
Al in the exploration and colonization of the Sakystem was perhaps best summed up by Daniela
Girimonte and Dario I1zzo (of the European Spacenkgs Advanced Concepts Team) in their
seminal 2007 study:

The return of humans to the Moon and a future mé&mnission to Mars therefore seem
to be likely achievements we may witness in thet iew decades. At the same time,
even more ambitious plans and missions are beingeteed by farsighted researchers
who dream about the exploration and colonizationewén farther planets. In the
framework of these more or less concrete futureawes, the consolidation of artificial
intelligence methods in space engineering is adytain enabling factdb2].

For both a pessimist and an optimist we place spapéoration and colonisation on the upward
innovation trigger curve expecting the plateau @éardached within the next 5 to 10 years with the
optimist slightly higher up the curve.

9. Tomorrow

There is growing, if not irrefutable evidence tlaativities of human-kind as of approximately
12,000 years ago have increased and continue ftease extinction rates of many species and that
we are experiencing the 6th extinction level e&hiE) or the Holocene extinction [64], [65]. The
consequences of this latest ELE adds urgency teiderng other planets to where mankind can
migrate and settle, in part as a potential stagwgj for further exploration and in part as a &afe
mechanism should Earth become inhospitable to stipgdife as we know it today. This has been
exemplified by many scientists and entrepreneudstao of the most prominent figures are Elon
Musk and the late Stephen Hawking. However, wittpeet to the development of Al, Musk
envisages a future where AGI is developed and beskpressed grave concerns stating: “We have
to figure out a way to ensure that the advent gitali super intelligence is one which is symbiotic
with humanity” [66]. He goes further by saying: “That is the biggessxitial crisis that we face
and the most pressing one”. Likewise Hawking waf8®meone will design Al that improves and
replicates itself. This will be a new form of lifieat outperforms humans” [67].

Despite the potential, yet theoretical concernstloa development of AGI, Musk and
Hawking are joined by Astronomer Royal Sir Martied?, physicists Max Tegmark and Michio
Kaku among many others who believe that a futuredéep space exploration and colonisation to
exoplanetswill involve a human-hybrid avatar and that this mdggacal extension of the human
species [68-70]. Indeed, based on his assessmére tireat of over-population, depletion of Earth
resources and climate change, Hawking has said: fWst continue exploring space in order to
improve our knowledge of humanity. We must go be&lyoar humble planet” [68].
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Although AGI is not in our society today, what is our society and is a subject of
considerable debate is defined by the digital diterindustry (DAI). DAI relates to the vast
guantity of digital data that are and will continioebe generated at an exponential rate and cauld b
collected and ‘reconstituted’ after a person dilsis is already an issue for the social platform
Facebook, where it is estimated that 1.7 millioogle per year in the US alone will have passed
away and yet their profiles will still be activel]f The subject of data ownership is an area of
intense legal debate and out of scope for thismp&oevever, what appears to be the case is that the
technology platform rather than human person wheegded the digital footprint is the owner of
the data. This may have some relevance to disgatesexploration as a reconstituted digital
astronaut or other subject matter expert may domsta potential future e-crew. Moreover, there is
a concurrent philosophical debate on whether g@aligeconstitution would have human rights and
to demonstrate support for Al in the country, inl20a robot named Sophia was given Saudi
Arabian citizenship [72]. Another more recent exéenpglates to that of James Dunn, a 24-year-old
man who died from the skin condition epidermolysifiosa and skin cancer. With the help of Pete
Trainor from the company Us ai, they were able évatop a chatbot named Bo who was able to
replicate aspects of James’ thoughts from many e@ation James had in ‘training’ the bot [73].
This is one of several landmark cases which sh@nptitential of the DAI but also seek to call for
regulation so that the wishes of both those philgickead and alive are respected and that those
who wish to ‘live’ in a virtual world are accordede appropriate level of protection and privacy
[74], [75].

More immediately, if permanent outposts and/or c@e are created on Solar System
bodies, the development of Al systems and asssstallikely to extend to these locations. There are
several examples of where Al is being used to niigeoveries on space missions [76] where it is
proposed that autonomy will be a key technologther future exploration of our solar system and
conditions are not permissible for human habitadod where robotic spacecraft may be even be
out of communication with their human mission cohérs [77-79].

10. Discussion

In this paper we have briefly considered two aspettAl that we believe are and will continue to
profoundly and positively affect science supportmgnan healthcare and space exploration. Like
many others we can imagine a future of immenseflieare likewise one of catastrophic peril but
as scientists we need to be driven by facts asmweevkhem today. The next stage of the digital
revolution is happening and is unstoppable, as tiwasindustrial revolution and other paradigm
shifts in the advancement of our species througllogitages. Innovation and adoption of new
technology, especially that likely to cause a st#g@ange for humanity requires concerted
collaboration between optimists and pessimists witfitical reality checking, objective
communication and an understanding of risk. Letbesbold and work together across our
disciplines with dialogue and open collaborationswege regulation is in place to understand and
plan mitigation strategies and make the very beattauly life-changing opportunity for our species
on Earth and perhaps, in the not too distant fulsewhere in the Solar System and beyond.

Figure legends

Figure 1. Proposed categorisation of individual ydafjons and their response to and execution of
change. Populations may be divided in positive aedative groups, where optimists will likely
reside in the positive group.

Figure 2.Proposed superimposition of the Kubler Ross changee on the hype cycle (purple
curve) for A). Individuals who are pessimistic aither pessimistic nor optimistic (red curve) and
B). individuals who are optimistic (green curva)dicative positions of the two case studies are
shown on the hype cycle (yellow star = drug discgand development for healthcare; red star =
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space exploration and colonisation). Differentiahb magnitudes shown at the start (A) and the
end (B, B) of the cycles and curves are proposed.
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Abstract

This article provides a detailed description ofatid weapons and unmanned
systems currently used by the U.S. Military and atBes, and an ethical
assessment of their actual or potential use orbd#tigefield. Firstly, trough a
review of scientific literature, reports, and newager articles, a catalogue of
ethical problems related to military robotics issqmled. Secondly, possible
solutions for these problems are offered, by reglyalso on analytic tools
provided by the new field of roboethics. Finallggtarticle explores possible
future developments of military robotics and preés&x reasons why a war
between humans and automata is unlikely to happ#mei21st century.
Keywords military robotics, unmanned systems, drones, @miibots, ethical
problems, roboethics.

1. Defining Robotic Weapon

Military robotics is a relatively recent phenomenoand a conventional agreement upon
terminology does not yet exist. Therefore, theiprglary praxis in every scientific work, namely to
clarify the terms and concepts, is even more nacgss the present context. In US military and
political circles the term-concept ‘unmanned system’ has been intex to denote systems of
weaponry that do not require the presence of huipeamgs where they are located. Such systems
are piloted (remote-pilote@dt a distanceby human beings, and even — in the most evolvstesys
— endowed with greater or lesser autonomy to desndieact. So they are referred to as ‘unmanned
systems’ to distinguish them from ‘manned systenigt is systems without a human operator as
distinguished from systems with a human operatoraddition, journalists prefer to use more
suggestive expressions such as ‘war robot’ or rawddier,” even if on closer examination these
terms are only used to refer to the more advanonddlserefore controversial ‘unmanned systems,’
that is, those that are of some interest to thespre

In this work we have decided to use the expressiomanned system’ (UM) as the generic
term to refer to any systems of robotic weapon \&ithilitary use. We also regard the expressions
‘military robots’ or ‘robot weapons’ as being litdly equivalent to UM, while the term ‘robot
soldier’ refers only to especially advanced weapsystems, the kind that have some decision-
making capabilities, and built for authentic combat

For a long time, the United States have been camgpadnd making public a collection of

documents with the titlnmanned Systems Roadmidyat takes stock of the situation on the
ISSN 2299-0518 19



features and uses of the military weapons curresigilable to the army and tracks the future
development of these weapon systems over the mesmty-five years. We have roadmaps

published on a biennial basis (2005-2030, 2007-2@8P9-2034, 2011-2036, 2013-2038, 2015-
2040, 2017-2042, etc.Jhe last versions have been calldtmanned Systems Integrated Roadmap,
because they attempt to integrate the differené@spof the construction and the use of military
robots from the point of view of their interoperélyi Priority was given to independent accounts

and blueprints of the different typologies of nafy robots that were worked out and then ‘added
together.’

The Office of the Secretary of Defense Unmanned Sydteadmap (2007-2032)oes not
give a precise definition ofinmanned systembut a definition of arunmanned vehicle- the
element that constitutes its main component — lahtee meaning. Here is the definition proposed
by the document:

Unmanned Vehicle. A powered vehicle that does aotyca human operator, can be
operated autonomously or remotely, can be expeadahilecoverable, and can carry a
lethal or nonlethal payload. Ballistic or semi-kslt vehicles, cruise missiles, artillery
projectiles, torpedoes, mines, satellites, and tanded sensors (with no form of
propulsion) are not considered unmanned vehiclesadhned vehicles are the primary
component of unmanned systems” [8, p. 1].

So, as well as a positive definition, the vehislalso given a negative definition, which rules aut
whole range of technological products used in Wwalttistic vehicles, missiles, artillery projectiles
torpedoes, mines, satellites, static sensors.ifAggitthese vehicles are ones with their own tgpe
propulsion, that leaves out the human operatot,dfia act autonomously or be remote controlled,
can be reused many times, and can carry a lethaloolethal load. They can in fact carry
surveillance systems (video cameras, radars, sam&ophones, etc.) or lethal weapons (cannons,
machine guns, missiles, rockets, etc.). The sysita military weapon is defined by the entire
vehicle — its form, propulsion system, dimensiomeight, velocity, etc. — and by the load it carries
— its electronic brain, its sensors, its weapotts,-ethat together define its belligerent function

2. Raobots of the Sky, the Sea, and the Land

The various editions of thdnmanned System Integrated Roadro#fpr a large catalogue (albeit
incomplete) of robotic weapons systems. Mind thatwill not speak about the technical features of
every single model, but only of the best known olBest known since they have had the honour of
media attention precisely because they are ethicalitroversial in some way or other.

To begin, unmanned systems are divided into thra@mgroups depending on where they
are being deployed: in the air, on land, in wafée therefore have unmanned systems equipped for
air warfare (UAS — Unmanned Aircraft System), foound warfare (UGV — Unmanned Ground
Vehicle) and for naval warfare (UMV — Unmanned Miare Vehicle). The latter subdivide in their
turn into two categories: Above Water (USV — UnmaahiBurface Vehicle) and submarines (UUV
— Unmanned Undersea Vehicle). Researchers haveneehblAS as ‘flying robots’ or ‘drones,’ a
term whose origin is related to the shape of tla@seafts [44], [34], [26].

Also the press has noticed the proliferation okéhmilitary robots, as a recent report in an
Italian daily attests:

Bang, a target is hit, no soldiers employed. Thithe evolution of defence systems that
on-going wars do much to accelerate. Recognitittacle transportation, tracking and
rescuing are tasks more and more frequently gigawhots, which paves the way for
the automatized warfare prefigured in science dictimovies. Under the generic
appellation of Unmanned Systems, these weaponsfuthetion without a human pilot,
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were first in use in aviation and have now bedediinside motorboats, helicopters and
motor vehicles [12].

The article reports that the first ‘drone’ was u$sdisrael in the Yom Kippur war, and that sixty
years of incessant warfare combined with a cutédge high tech industry have made Israel the
leading nation in the development and productiomummhanned weaponry, “surpassing the gutsy
US military industry and the land of robotics, Japdor the sake of precision, it is necessary to
recall that “remotely piloted aircraft first appedr during World War 1” [48, p. 4]. Remote
controlled aircraft were also used by the Ameridartbe forties, when they tested the effects ef th
first nuclear bombs. This of course does not intendiminish Israel’'s remarkable technological
work in the field.
So the article continues:

During the first Gulf War, in 1991, the Air Forcadhabout a hundred drones; today it is
deploying 7000 and keeps churning out new modelesponse to a demand that knows
no limits. This race against the clock is to bldmethe high number of accidents: 100
times the number of those involving manned airsraftcording to a study by the
Congress. 2009 was the year of the watershed: @iavtrained more pilots in front
of a screen with a joystick than in the cockpitdnad) the control stick. Fewer victims,
less expensive to train, but surely more frustgator Top Gun aspirers.

The article states that there are about forty natibat are developing UM technology. As regards
the Italian contribution, it mentions the effortg Alenia Aeronautica, holder of the patents of SkyX
and of SkyY, in addition to taking part in the nEOR program for the construction of a European
unmanned military aircraft and in the Molynx pragrathe goal of which is the development of a
high-altitude robotic twin-motor with up to 30 hsuautonomy.

The main goal of the revolution of unmanned velsiclen land or in the air — the article
continues — is that of decreased risk to soldigus.it is also to contribute, a little like satéds in
space, to the complex virtual network of senso @mmunications that extend across the stage
of operations. Add to this considerations of ameooic nature: the take-down of a drone, that flies
in any weather, is the equivalent of throwing 4%iomns dollars down the drain, if it is a jet figdt
143 millions, naturally not counting the human loBse US armed force aims for the creation of a
fleet of unmanned vehicles equal to a third ofttital before 2015. Market valuations predict that
turnover in the UM sector may reach 5 billion euro&urope between 2010 and 2020, and double
in the ten years after that and arrive at a tdtada) level of 45 billion euros by 2030.

The article clearly shows one important implicatminthis new robotic arms race: even if
Western nations are at the forefront today, militastbots are not the prerogative of these nations,
and everything leads one to think that in the ®iwars will be fought more and more exclusively
by machines. More than ever before they will besaair technology and of industrial systems.
Indeed, guerrilla warfare also bets on the potéti¢is of military robots, so much so that in the
Lebanese conflict of 2006 Hezbollah launched 4 esothe fruit of Iranian technology, on Israeli
locations.

Finally, one should keep in mind all the negatine @ositive repercussions (depending on
one’s point of view) that the development of mijtdechnology has always had on civilians. Even
when they are conceived of as systems of weapaiiones are not limited to military uses.
Unpiloted aircrafts are used for the relief workhe case of natural catastrophes and to enfonce la
and order. For example, the US Coast Guard uses. tNew York Air National Guard navy is
endowed since 2008 with Predator, an unmannedadtintine meters long already used in the war
in Yugoslavia. Some models were also in use inaltaskies, on the occasion of the G8 Summit
held in Aquila. Remote controlled aircrafts surveéyke crowds spotting turmoil or demonstrators
who tried to break into the red zones. “Also the &ithe unmanned helicopter of Lockheed and
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Kaman, is increasingly used to transport gear lier ttoops, as well as for the transportation of
special goods to high altitudes and to interverferest fires” [12].

Yet the article byta Repubblicamainly focuses on Israel. According to this newgpafp0
or 15 years from now at least a third of the vedsch use by the armed forces will consist of UM.
Guardium, an armoured vehicle designed by GNiusatool the borders with Lebanon and Gaza,
came into use at the beginning of 2009. It is allsdeep, similar to a golf cart, fitted with
completely automatic command, control and navigaigstems. Since last year civilians and the
army in the occupied territories have begun usergate-controlled bulldozer convoys to resupply.
Rexrobot, a six-wheel vehicle with the carrying aeipy of 200 kg of goods to follow the infantry
susceptible to receive and execute vocal commandsriently undergoing evaluation in the Israel
Defence Forces. Soon will be launched high-velocitymnanned vessels designed by Rafael
Industries, with a rigid shell and an inflatableckpit. The motorboat Protector USV, called Death
Shark, is equipped with 4 ultra high definition peamic cameras (which can capture details 10
miles away) able to shoot in 3D, sonar systemstrel@ptical sensors, and remote laser-controlled
machine guns able to fixate the target even inlaea.

What these machines contribute to dangerous degioperations is also fundamental.
Many robot models have been designed to explorednameas and to spot the contrivances. Since
mines too evolve — for instance they are now mddgyonthetic materials that escape the metal
detector — the robot’s sensory apparatus mustaimivolve to spot these lethal contrivances. For
example,

there are the mine sniffers, that the robotics rfatooy of the University of Brescia is
currently working on, that use ‘artificial nosesegged to entirely autonomous
structures that will recognize the smell of the legwe just like dogs. Researchers in
Lausanne have tackled the problem of rough terpgirequipping the mine-seeking
robot with mountain bike style wheels fitted wittampons to ‘escalate’ rocky ground.
Today some models even work on solar power [12].

The picture given by this newspaper, even thoughahways precise and even though it deals
exclusively with the Middle East, is detailed amformed enough. Reading tiRomadmapby the
American Department of Defense tells us that théddrStates pursue the goal of the robotization
of the armed forces with a determination no legban that shown by Israel. Innumerable
prototypes and models are (or have been) produnddused. Here we shall limit ourselves to
giving a few examples of each type, in order taegavfeel for the technological level that has been
reached or that one wants to reach in the future.

2.1.Sky Robots

“An unmanned aircraft system (UAS) is a ‘system sdracomponents include the necessary
equipment, network, and personnel to control an ammad aircraft.” In some cases, the UAS
includes a launching element” [46, p. 4].

As regards robotized military aircrafts, one mathelt unquestionably deserves looking into
is the MQ-1 Predator, produced by General AtomiesoAautical Systems, Inc. In use by all three
American armed forces, in 2007 120 specimens wesbvelded, 95 available and 170
commissioned. Since 1995 the Predator has compheiegions of reconnaissance and surveillance
in Iraq, Bosnia, Kosovo and Afghanistan. In 2001e tJS air force fitted Predator with a laser
designator to guide ammunition with high precisaom enabled it to deploy Hellfire missiles. As a
result of these modifications, the machine becara#ifomctional, that is capable of both combat
and reconnaissance. The upgraded version (MQ-1lpleded 170,000 flight hours (as of July
2006), of which a good 80% had been in combat. ¥ dlda machine has been taken out of service.

Various ‘successors’ or models developed from ttegl&or have already been produced by
the same company. One of these is the MQ-9 Relp2609, the inventory of thRoadmap 2009-
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2034 states that 18 specimens have been deliveredGpthAned. A few years later, tRmadmap
2013-2038&onfirms that 112 vehicles of this type are in ga@r\{as of July 1, 2013), and provides a
detailed case study of this machine which “illussathe strategy and actions required, when proper
initial lifecycle sustainment planning was not dome transform the sustainment of unmanned
systems from a short-term, rapid-fielding environine® a long-term sustainment environment”
[46, pp. 142-144].

The MQ-9 Reaper is a robotic aircraft able to ofgest medium altitude, with very high
flight autonomy (up to 24 hours). As regards thegiain, the priorities have been reversed. This
system is primarily a hunter-killer system for i@ targets, thanks to electro-optical devices and
laser-steered bombs or missiles, with only a semgnible given to the system used in intelligence,
reconnaissance and surveillance.

One of the systems adopted by the USAF for higtudl reconnaissance and long flight
autonomy is the RQ-4 Global Hawk by Northrop Grumn@orporation (12 machines delivered
and 54 planned in 2009, 35 in service in 2013)s Itapable of monitoring an area of 40,000
nautical square miles per day, at a maximum akitoid65,000 feet and with autonomy of up to 32
hours. Surveillance is entrusted to very advangstems, first tested in 2007: Advanced Signals
Intelligence Program (ASIP) and Multi-Platform Rad&chnology Insertion Program (MP-RTIP).

Nevertheless, if the principal requirement is tegkeéhe ‘spy’ flying for many days, without
needing to return to base, even for daily refugllias is the case for Predator and Global Hawk, the
aerostatic robots offer the best performances.dbtly the army uses some RAID (Rapid Aerostat
Initial Deployment), with a flight autonomy of fivedays and able to reach an altitude of 1000 feet.
This model was used in Afghanistan with decent ItesitHowever, much more sophisticated
aerostats are being built, such as the JLENS (laimd Attack Elevated Netted Sensor), fitted with
radar and sensors, able to keep flying at 15 fae8® days. Twelve specimens of this model have
been planned in 2009. Or the revolutionary PERSBISHUAV (Hybrid Unmanned Aircraft
Vehicle) typology, manufactured by Lockheed Mar#eronautics, fitted with sophisticated
sensors, capable of flying for three weeks at 2Df@ét without returning to base, and able to move
with a hybrid propulsion system.

Other ‘flying robots’ have shown themselves to lagtipularly useful to the armed forces
because of their small dimension and their easydlaand recovery. In this category we find: small
gunships like the Wasp by the AeroVironment, of eihalmost one thousand specimens have been
manufactured; micro-mini aircrafts like the RQ-20nka (1137 specimens in service in 2013) or the
RQ 11 Raven (7332 specimens in service in 2013);ramote controlled helicopters like the XM
157 Class IV UAS, with 32 specimens provided fa& Brigate Combat Team in 2009.

The most futuristic model of robotic aircraft tR@admapmentions is no doubt the X47B
by Northrop Grumman Corporation, still at the ptgp® stage and belonging to the category of
Unmanned Combat Aircraft System. Its shape is remoémt of the interceptor ships of the TV
series Battlestar Galactica, and so much so thatnoight mistake them for an alien spaceship.
Only this time the UFO does not contain green noenmen of any other colour. Its captain is the
grey matter of the on-board computer. It must ble &b take off both from runways and from
aircraft carriers, to fly at an altitude of 40,0f#&t with 9 hours autonomy, and to carry weapons
and bombs of reduced diameter.

Its first ground flight took place took place atiatds Air Force Base, California, on 4
February 2011. As we read in the Northrop Grumsavebsite,

[iin 2013, these aircraft were used to successfdéynonstrate the firglvercarrier-
based launches and recoveries by an autonomousylservable relevant unmanned
aircraft. The X-47B UCAS is designed to help thesfNaxplore the future of unmanned
carrier aviation. The successful flight test progras setting the stage for the
development of a more permanent, carrier-basetidfaesnmanned aircraft [20].
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Italy as well has a tradition of designing and dimi¢ robotic aircraft. Feletig [12] only mentioriset
Sky-X and Sky-Y by Alenia, but the Falco, manufaetl by SELEX Galileo and designed by
Galileo Avionica, certainly also deserves to be togred. It is a small size tactical aircraft degdn
for reconnaissance and surveillance. Its firsthfligpok place in 2003, but the machine has been
officially in service since 2009. Even though tHELEX has not rendered public the name of the
user, one knows that five systems (a total of 2&aifts and corresponding ground control systems)
have been sold to Pakistan. In August 2009 the Udltd=was launched using a Robonic
MC2555LLR catapult and has completed the testflighe first flight by aircrafts fitted with high
resolution radar and sensors called PicoSAR (syinthperture radar) took place in September the
same year. In August 2013, the Selex ES Falco Wwasen by United Nations to be deployed in the
Democratic Republic of Congo “to monitor the movernseof armed groups and protect the civilian
population more efficiently” [19]. The Falco fliet 216 km/h and can reach a height of 6500
meters; it is 5.25 meters long and weights 420gkdms. It is not designed for combat, but a model
called ‘Falco Evo’ fitted with weapons is currentlging studied.

2.2.Sea Robots

Unmanned Maritime Systems (UMS) “comprise unmannetitime vehicles (UMVs), which
include both unmanned surface vehicles (USVs) amthamned undersea vehicles (UUVs), all
necessary support components, and the fully intedraensors and payloads necessary to
accomplish the required missions” [46, p. 8].

As regards military robots operating at sea, almveelow water, the main mission would
seem to be mine hunting. There exists a whole ciodle of submarines with a shape and propulsion
engine similar to those of a torpedo, but fittedhwva ‘brain’ and sensors. The primary task of these
machines is the ability to spot mines from amonkeotobjects, also taking into account the
difficulties specific to marine environments thé#fer from conditions on land.

Relevant companies are fiercely competing to predine prototype whose performance
will ensure their leadership. Statistics are useddtect the object correctly. Still today it happe
that all sorts of objects are mistaken for minesaarse, that genuine mines are not recognized. We
shall not give a lengthy description of the techhiteatures of these machines, but confine
ourselves to mention one submarine and one suviduele.

Amongst the Unmanned Undersea Vehicles one mayrtatee of the Swordfish (MK 18
Mod 1) by Hydroid LLC, a company that is particlyaactive in this sector. As for surface
vehicles, one example is the MCM (Mine Counter Mees) by Oregon Iron Works, currently in
the experimental phase. Surface vehicles for dteks are also being designed, such as the ASW
USV, whose function is revealed by its name: Ariiiearine Warfare Unmanned Surface Vehicle;
or the Seafox, an unmanned motorboat specializedastal surveillance and patrolling.

2.3.Land Robots

Land robots or, more precisely, Unmanned Groundegys (UGS) “are a powered physical system
with (optionally) no human operator aboard the @pal platform, which can act remotely to
accomplish assigned tasks. UGS may be mobile diostay, can be smart learning and self-
adaptive, and include all associated supportingpmrants such as operator control units (OCU)”
[46, p. 6].

The main mission of land military robots is to c¢léhe ground of mines and explosive
devices that are a true nightmare for the Allieddeers in Irag and Afghanistan. Because of their
widespread use in this field the MTRS (Man Transgde Robotic System) MK1 and MK2,
produced by i-Robot Corp. and by Foster-Miller Imespectively, should be mentioned. The
Roadmap 2009-203¢keports that a good 1439 specimens of these machirgealready found on
the battlefield, but the goal is to roll out 2338the coming years. These very useful machines
detect and neutralize the explosive devices thhtamyi contingents encounter on their path. On the
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battlefield 324 MK3s by Northrop Grumman Remoted d842 MK4s by Innovative Response
Technologies are also in use. These are budgetsrdabat save the lives of a great number of
people.

While deminers have been widely used for a longetithe same cannot be said of combat
robots (the so called TUGV — Tactical Unmanned @db¥ehicle), that is, of machines with no
human operator, that are capable of attacking allidgkhuman beings. Various prototypes are
currently studied. One of these is Gladiator, oficlvhsix specimens have been produced by
Carnegie Mellon University for the Marine Corps.a@ihtor is an armed and armoured combat
robot, endowed with a collection of sensors andpega that include: infrared sensors, video
camera, rocket launcher and machine guns of typéON&d M249. The vehicle moves on wheels,
can be remote controlled by a soldier up to ondicelunile away and is equipped with a system
that hides the exhaust gas.

Another machine destined for combat is the Armeddto Vehicle (ARV) by BAE
Systems, and produced by the US Army. 679 of these been commissioned in 2009. It weighs
9,3 tons and has been designed to perform two fgpéasks. The first is reconnaissance: indeed,
the ARV-RSTV model (Reconnaissance Surveillancgdiamg Vehicle) is able to scan an area and
find, detect and reconnoitre targets with greatcigien, thanks to its sophisticated on-board
sensors. Instead, the ARV-A model is fitted withramge of lethal weapons, among which a
medium-calibre cannon, a missile launching systechraachine guns. Once the experimental stage
is completed, it will be possible to use this madetombat.

However, ground warfare has come to a halt. Amdrggrhany reasons one can list the
misfortune that happened to Forster-Miller's SWORDSis is a tiny caterpillar robot carrying a
light M249 machine gun. The press and the manufective different accounts, but it would seem
that the robotic weapon did not behave as it wapased to.

On April 11" 2008 The Registempublished a gloomy headline: “US war robots inglra
‘turned guns’ on fleshy comrades.” The author télsv the robotic vehicle began to behave
unpredictably, stopped obeying orders and spread @anong the soldiers. The tone varies from
ironic to apocalyptic: “American troops managedqteell the traitorous would-be droid assassins
before the inevitable orgy of mechanized slauglbegan... the rogue robots may have been
suppressed with help from more trustworthy airbokik machines, or perhaps prototype
electropulse zap bombs” [21].

The news was followed above all Pppular Mechanicswhich interviewed Kevin Fahey,
the US Army program executive officer for groundckes, about this incident. He confirmed it and
explained that the robot began to move when it ma@ssupposed to move and did not fire when it
was supposed to fire. No human was wounded, buttilewas stopped from precaution. The
officer added that “once you’'ve done something'shiaally bad, it can take 10 or 20 years to try it
again” [42].

In reality, in a later article, also published Bgpular MechanicsFahey explained that the
SWORDS war robots are still in Irag, and that tiheye been neither destroyed nor withdrawn.
Cynthia Black, Foster-Miller's spokesperson, alsshed to explain that “the whole thing is an
urban legend” [42]. Black clarified that it is n@tself-driving vehicle. That it can therefore nio¢ f
unless told to do so. That the uncommanded movesmeete due, not so much to the computer
going awry, but to a trivial mechanical problem.eTitobot was put on a 45-degree hill and left to
run for two and a half hours, and the motor ovewdtbaWhen this happens, the engine
automatically switches off to avoid breakage. Betduse it was on a slope the machine started to
skid, and gave the impression of autonomous movenéis is the producers’ version. Fact is that
three SWORDS war robots have really stayed on #tidelfield, but placed in fixed positions. Some
senior official even wondered if it would not be m@ractical to put the machine guns on tripods.

So one is given to understand that a hypotheticalisg down of the experimentations is
not due to this trivial incident, but to a much mamportant structural situation, such as the
economic crisis that has plagued the United Sfatethe past years and the contextual withdrawal
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of US troops from Iraq, expected by the end of Aig2010 and completed 10 days ahead of
schedule.

Experiments continue in Afghanistan and in labaras Also under study is an Unmanned
Ground Vehicle, able to spot chemical, biologicaljiological and nuclear (CBRN) devices. The
iRobot is in fact designing this kind of machine foe US Army.

But the robots on the battlefield can also revhahtselves useful, not only for observing
the enemy, unearthing and detonating bombs orifightThey can also massively assist the
wounded during belligerent missions. Many timeswloeinded cannot be recovered or cured, and
therefore they die from blood loss or from the wasithey have incurred, because the place where
they find themselves is out of reach or under enéray Here is a machine that can carry out this
delicate and dangerous task instead of the strebgeers or of machines operated by humans.
Applied Perception Inc. has produced a prototyperobotic Combat Casualty Extraction and
Evacuation. In reality, it is a robot couple. A ‘reapial’ vehicle serving as ambulance and
connected to a vaguely humanoid machine, with n@chharms, serving as paramedic. The
vehicle is endowed with laser, radar, sensor argesys of navigation that permit it to avoid
obstacles and to reach the location of the wounttre@ddition the machine is endowed with a
telemedicine audio-video system that allows théepato communicate remotely with a doctor.

The press tells us of other innovative projects theght become a reality in the future for
military and civil personnel. All the UGVs mentiahé theRoadmapare endowed with wheels,
because it does not yet seem that humanoid bipeddéls are combat-ready. However, it seems
only a matter of time. The performances by the @o$dynamics ‘quadruped’ called Big Dog are
indeed astounding. In a Fox News footage, Matt Bandescribes it as follows:

Using a gasoline engine that emits an eerie lawrendwzz, BigDog has animal-

inspired articulated legs that absorb shock angctedinetic energy from one step to
the next. Its robot brain, a sophisticated computentrols locomotion sensors that
adapt rapidly to the environment. The entire cdnggstem regulates, steers and
navigates ground contact. A laser gyroscope keegplddg) on his metal paws — even
when the robot slips, stumbles or is kicked ovastBn Dynamics says BigDog can run
as fast as 4 miles per hour, walk slowly, lie doavid climb slopes up to 35 degrees.
BigDog's heightened sense can also survey the wodiog terrain and become alert to
potential danger. All told, the BigDog bears anamty resemblance to a living organic
animal and not what it really is: A metal exoskefetmoved by a hydraulic actuation
system designed to carry over 300 pounds of equiproeer ice, sand and rocky

mountainsides [27].

This robotic animal cannot fail to attract the atien of the Italian press. Fabrizio Cappella vaite
in Neapolisthat “it seems midway between a dog and a giadespit has four legs, no head and it
walks on broken ground across obstacles: it issdaBig Dog and its video has set ablaze the
imagination of internet surfers who, for some tinmwv, have fired the wildest comments at the
bizarre creature” [6]. The article reveals thastisi a project funded by the Pentagon, and that its
full name is “Most Advanced Quadruped on the Earth.

Effectively, Big Dog’s locomotion is surprisinglyatural also on very rough terrain, where
it manages to keep its balance in the toughesatsitus, for example after it has been kicked or
after having slipped on ice. The robot moves auadamph and its frame is made of steel: hidden
inside, in addition to the petrol engine, are a potar, sensors, video cameras and a global
positioning system. It is capable to transport madd of kilos of gear and can withstand collision
with wheeled vehicles and caterpillars. Its purpiesailitary; one studies its usefulness to troops
warzones, its ability to carry heavy loads andr&mgport the wounded. The Pentagon appears to
have great faith in the success of the projectemgithat it has invested 10 million dollars in the
prototype. Now in its second version, Big Dog vaé further developed and its definitive version
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ought even to be able to gallop thanks to the fofmbs legs that are very similar to those of racin
animals.

The comments found online are divided. Some arkusrdstic and others admit to being
intimidated and concerned. Here two fundamentafiposed ethical leanings play an important
part: on the one hand technophilia (the pride ddrgang to the human species, able to build these
wonders), on the other technophobia (the refusabit@ up pre-industrial or pre-Neolithic
lifestyles). What is certain is that this machiméyose locomotion is so similar to that of living
beings, does not leave one indifferent.

Another machine that thrills the imagination andsstip discussion among journalists and
readers is a robot called EATR (Energetically Ammious Tactical Robot), not because of the
weapons it carries or because of its locomotiveacdips, but because of its system of propulsion
and fuel supply. Here it would be appropriate te tlee term ‘feeding,” which refers as much to
machines as to living beings. Effectively the EABRuelled much like a human being. Riccardo
Meggiato writes inNired

Don't be scared if one day, pretty soon, you sezbat among the grazing cows: robots
also eat, didn't you know? The EATR, an acronynt th@es not refer to some exotic
train but stands foEnergetically Autonomous Tactical Robat,a model that feeds
itself: it literally eats plants and converts themo biofuels that it uses to move. The
ultimate purpose of this project, still under deymhent, is to create vehicles that
cannot only do without classic fuels, but are abte to provide for their own energetic
needs. The EATR is the work dRobotic Technologyin Washington, and its
development is funded yefence Advanced Research Projects Agéaky DARPA).
All right, it's the army longing to create autonoasomilitary vehicles, but it is also
clear that this kind of technology, once in placeuld benefit many different sectors
[16].

Wired also reveals some of the technical features ofetbeing-propulsion system:

So how does this cool gizmo work? Oh, it's easyorages plants with a mechanical
limb and ingests them into a combustion chamberceOon, it generates heat that
warms up reels filled with deionized water, whiclagorates. The steam obtained then
activates the six pistons of a special engine, Wwhictivates an energy generator. This
one, finally, is stored in specific batteries arsgdi if needed. To give the system more
autonomy, researchers at Robot Technology havelame a range of recovery
solutions. For example, if steam escapes from th®mns it is promptly condensed,
turned into water and sent back to the combusti@mber. And if there is a shortage of
grass to graze, no worries: EATR can happily runtraditional fuels as well, like
diesel, petrol, kerosene, and even cooking oils,Téows can’t do [16].

So the robotic system promises a solution to onth@fmajor problems that Unmanned Ground
Vehicles encounter: poor autonomy. In order to fiomcon the battlefield, sometimes far from
provision lines, it is important not to be constied by matters of energy. An electric battery may
be enough for a vacuum cleaner or a lawnmoweritbperformance is unlikely to do for a robotic
soldier lost in the Afghan mountains.

Robert Finkelstein, the boss of Robot Technologigrgntees that 68 kilos of plants make
the EATR energy autonomous for about 160 km. Thgetagian engine has been construed by
Cyclone Power Technologfrom a design by the research centre in Washingidre first
experiments predict their integration into a Humtygee military vehicle. Whether it will be mass-
produced will depend on the test results, but toelycers obviously hope to send the EATR to the
battle scene as soon as possible.

Hence Meggiato concludes:
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EATR applications are manifold and go beyond thditany. While some have
ironically pointed out that they can also be usea@vaapons to gobble up enemy troops,
others view them as tractors ready to work non-siefhout refuelling, possibly
controlled by another robotic system that doesneed human intervention. In the end,
whether it is a Terminator or a Winnie the Poolhigh tech wrapping, the future will
be vegetarian [16].

3. The Main Functions of the Military Robots

Robots are given the missions that military jargi®fines as dull, dirty, or dangerous. In other
words, even if some technologies are still not apeplacing man in every relevant task, it does
appear rather obvious that the human element e fiow on the limiting factor in carrying out
certain war missions.

Hard work. Sometimes the battlefield requires wddke that the human organism finds it
difficult to endure. For example, a human pilot se@ few hours sleep after a long operation; a
drone does not. While the longest manned air missaf operation Enduring Freedom lasted
around 40 hours, there are now drones that guare searzones non-stop, remote-controlled by
crews on the ground that change every 4 hoursomhgelimit is aircraft autonomy, but if refuelling
can be done in the air then that limit too is resthv

Dirty work. As theRoadmap 2007-2032minds us

[US] Air Force and Navy used unmanned B-17s andsF6&spectively, from 1946 to

1948 to fly into nuclear clouds within minutes afteomb detonation to collect

radioactive samples, clearly a dirty mission. Unnexh surface drone boats, early
USVs, were also sent into the blast zone duringr@jua Crossroads to obtain early
samples of radioactive water after each of the garcblasts. In 1948, the Air Force
decided the risk to aircrews was ‘manageable’ aplaced unmanned aircraft with
manned f-84s whose pilots wore 60-pounds lead .siBisme of these pilots

subsequently died due to being trapped by thed $ests after crashing or to long-term
radiation effects [8].

These incidents persuaded the US military to reteeusing robots for dirty work.

Dangerous work.Explosive Ordinance Disposal (EOD) is the primaryaraple of
dangerous work entrusted to robots. Improvised ra@rices found in the streets and in places
where soldiers go constitute some of the majoratisran the current military campaigns in Iraq and
Afghanistan. Coalition forces in Irag neutralizecen11,100 Improvised Explosive Devices (IED)
between 2003 and 2007. A great percentage of thessons was done by ground robots, and the
number of UGVs employed in these tasks has skytedkéhey were 162 in 2004, 1600 in 2005,
over 4000 in 2006, 5800 in 2008.

In order that the performances of military robotsetnaspirations, commanders on the field
at the head of the different armed forces have bskad to submit a priorities list engineers should
focus on. Even though the demands of the groundnai naval armies differ for obvious reasons, it
has become clear that they have four common pesrit

1) Surveillance and reconnaissance;

2) Target identification and designation;

3) Counter mine warfare;

4) Chemical, biological, radiological, nuclear exgilze (CBRNE) reconnaissance.
Surveillance and reconnaissance. The main pribag/revealed itself to be reconnaissance capacity
(electronic and visual). For many army professismaflormation, qualitative and quantitative, is the
key element for operational success and robotshardest candidates to gather this information.
The ideal robot is able to exert persistent suluetle (or for long periods) on hostile areas, while

28



maintaining some degree of ‘covertness.” Robotpavenises that the limits of other systems such
as manned vehicles, satellites, submarines antemdad sensors will be overcome.

Target identification and designatiomhe ability to identify and to locate targets with
precision in real time is one of the most urgentessities on the battle stage. It is necessary to
reduce the ‘latency’ and to increase the precifrGPS guided weapons, as well as the ability to
operate in high-threat environments without puttivagfighters at risk. A quality leap in this sector
would improve not only safety, but also be morecefht and efficacious than traditional manned
systems.

Counter-Mine Warfare. The most useful yet dangerission is that of demining a piece
of land or sea. Statistically speaking, since WoMdr 1l, sea mines have caused more losses of US
warships than all other weapons systems combineel.sime can be said of landmines and bombs
(IED — Improvised Explosive Devices) that are resble for the majority of losses of the
coalition forces in Operation Iragi Freedom. Comdes regard improving the robot’s capacity to
find, tag and destroy these devices as a pridAignceforth robots appear irreplaceable for this sor
of work. They have already saved innumerable laed, as their technology improves, this ought
to reduce casualties still further.

Chemical, Biological, Radiological, Nuclear, Exples (CBRNE) Reconnaissance. The
dirtiest of dirty work is that of spotting CBRNE.eYthis kind of weapon of mass destruction also
represents the greatest peril for a nation at War.attack with nuclear, chemical or biological
weapons on foreign land or on troops deployed atfitbnt, would have disastrous consequences
not just on the waging of the war, but also onahgre military apparatus, on the economy and on
foreign policy broadly speaking. Therefore robote assential, as much to prevent this kind of
attack as to observe and monitor areas that hagadyl been attacked, because of their superior
sensorial capacities and because of their greassstance to chemical, radioactive and microbial
agents.

In the Roadmap 2007-203the future goals that constructors and users dftioliveapons
in military circles have set themselves are thifahg:

1) “Improve the effectiveness of COCOM [combatamtneander] and coalition unmanned
systems through improved integration and JointiSesvcollaboration” [8]. To this end one expects
new designs and experiments on the battlefield withmost promising technologies, accurately
testing prototypes prior to their deployment. Redgcthe risk in the use of fully developed
technologies is also part of the project.

2) “Emphasize commonality to achieve greater irgerability among system controls,
communications, data products, and data links anaimnmed systems” [8]. Also here the stress is
both on security and on safety. On the one hand,necessary to improve the ‘common control’
and ‘common interface,’ so that the control systeans easily operate the various kinds of robots.
On the other hand, it is important to prevent icegtions, interferences, hijacking, so that the
enemy cannot take control of these machines amdheir lethal potential against the army owning
it.

3) “Foster the development of policies, standaats] procedures that enable safe and
timely operations and the effective integratiomanned and unmanned systems” [8]. These goals
include:

a) developing, adopting and prescribing commer@n government regulations relative to the
design, construction and experimentation of unmdraystems;

b) the coordination between the civil authoritirattmanage the air, sea and land areas for civil
usage (the transport of goods and passengers)hendnilitary authorities in order to prevent
collisions between manned and unmanned machines;

c) the development of ever better systems of seread control, to give robots the necessary
autonomy to avoid collisions with traditional meargransportation.

4) “Implement standardized and protected positmetol measures for unmanned systems
and their associated armament” [8]. More specifjcabne feels the necessity for a standard
architecture common to all unmanned systems, agnadt.
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5) “Support rapid demonstration and integration v@flidated combat capabilities in
fielded/deployed systems through a more flexibletgiyping, test and logistical support process”
[8]. More specifically, one intends to develop aiegives to gasoline-powered internal combustion
engines, with a particular predilection for higheggy-density power sources (primary and
renewable), and if possible common with those ofimea systems.

6) “Aggressively control cost by utilizing compeit, refining and prioritizing
requirements, and increasing interdependenciew/@nieihg) among DoD [Department of Defense]
systems” [8]. In other words, stimulate both contmet among manufacturers and their
cooperation, while keeping cost reduction as thmamy goal.

New requirements were added to this list, punggugitorded in the updated and integrated
Roadmap 2009-2034n particular, one can see that the army insests on control procedures and
security standards, and more on the speedy pratudtii the machines and on their necessary
autonomy. This is an important change, which in @uinion reflects the fact that, in recent years,
robots came to be viewed as more reliable. So welaltwo key points:

7) To maintain the sectors of research and devedopnio increase the level of
automatization of the systems of robotic weapowsthat they reach the appropriate level of
autonomy, as determined by the combatant for eaetifec platform.

8) Speed up the transition of robotic weapons systéom the sectors of research and
development set up by scientists to the handseoftimbatants at the front.

It is therefore considered opportune to maximalignslate the production and use of ever more
sophisticated military robots, because of the asmgver more enthusiastic reception and
implementation of the robots that arrive on thetleadtage. Hence moral uncertainties appear to
fade away. Besides, operations like demining aedctbarance of explosive device in areas either
inhabited or in some way traversed by people, dk agethe prevention of attack with chemical,
biological or nuclear weapons, will hardly raisey athical objections. What robots do and will go
on doing on the field, in time of war and in timepeace, is nothing other than humanitarian work.
The same can be said of aid to the wounded. Howetves true that other questions, such as
electronic combat and surveillance, could stilseaguestions of a moral nature. Add to that man’s
atavistic fear — symbolically codified in mythsgénds and tales — of a rebellion by the creatures
against their creator, and one understands thatiootechnologies promise to become a main area
of applied ethics.

4. Main Objectionsto the Belligerent Use of Robots

Given that many look upon war as a negation ofcstfsometimes also when it is defensive), and
that technological development itself finds firmvadsaries on principle, it is not astonishing that
the application of robotics to war has stirred opnsuch discussion [25], [35], [37], [2], [1], [7],
[36], [11], [47].

The question however does not engage just pacifisigdites, and roboethicists, but also
military professionals and engineers. The developgnad this kind of operation does indeed
promise to solve many problems, but it is not withds pitfalls. The debate is therefore more
necessary than ever. Here we shall outline the Inotajactions to the use of military robotics that
we have found most cogent, and, in a second parshall evaluate them both from a technical and
ethical point of view.

4.1.Noal Sharkey’s Plea

A plea by the Royal United Services Institute (RJJ8at denounces the dangers of a robotic arms
race and the risk that it would imply for all hunitsrhas caused a particular stir in the media. The
plea has made headlines because it is written pgrexin the new technologies and, moreover, for
S0 prestigious an institution as the RUSI. Those ate informed about military matters know well
that the RUSI is not some hangout of pacifists wddites.
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This point of view has found one of its more nogappokespersons in Noel Sharkey, professor of
Computer Science at the University of Sheffieldcéwling to him,

the trouble is that we can’t really put the genalbin the bottle. Once the new
weapons are out there, they will be fairly easgdpy. How long is it going to be before
the terrorists get on in the act? [...] With the eatrprices of robot construction falling
dramatically and the availability of ready-made poments for the amateur market, it
wouldn’t require a lot of skills to make autonomaabot weapons [39].

The first argument that the anti-robot front puisafard is therefore the possibility that the enemy
could use these creatures against us. Strictlykgpgathis is a prudential argument rather than an
ethical one. Indeed, it is about our own good,eathan the good of other fellow humans. There is
a fear that our own drive for hegemony can turniregaus. Western nations are apparently
investing huge amounts of money in the constructibthese war machines (4 billion dollars in
2010 and a total expense of 24 billion dollarsha tase of the United States), but once they fall
into enemy hands they are easy to copy. At whahtpwill Islamic fundamentalists or other
enemies of the West no longer need kamikaze armdsubombers, but will be able to direct
remote controlled drones with lethal charges agapreselected targets? Sharkey has been
interested in this problem for a long time, andalorked as an advisor to the BBC during the
broadcast of the television serigebot Wars.

Maruccia observes that “the professor does notigiveh detail as to this presumed facility
to build, but he does assure us that a drone egdipfith an autopilot guided by Sat Nav currently
carries the modest price tag of 250 dollars” [¥3¢. probably refers to mini drones, given that a
Predator costs around 4 million dollars, but we cartainly bet that the cost of these technologies
will fall substantially. In addition, it is true # mafias and terrorist groups sometimes dispose of
large sums of money and that, for the sum thatt@oha&pends on the purchase of a supersonic jet
plane, one can buy 30 Predators.

The second ethical problem that Sharkey bringsubpe drones’ limited capacity to discern,
that is, the possibility of error: because of theddtive blindness’ of the machines currently ie us
is not possible to guarantee the discriminationvbeh combatants and innocents or a proportional
use of force as required by War legislation:

Allowing them to make decisions about who to kibbwid fall foul of the fundamental
ethical precepts of a just war undes in belloas enshrined in the Geneva and Hague
conventions and the various protocols set up ttepteivilians, wounded soldiers, the
sick, the mentally ill and captives. There are m&u&l or sensing systems up to that
challenge [30, p. 87].

In an article appeared a few months lateiSorence Sharkey clarifies that “even with a definition
[of a noncombatant], sensing systems are inadedaatbe discrimination challenge, particularly
in urban insurgency warfare” [31].

Here the misgiving is mainly ethical, because aarns others’ safety. But let us add that
the error could also consist in killing allied seld. The so-called friendly fire. Because of this,
Sharkey solicits a serious international debate, which also takes hypotheses of a moratorium
into consideration: “With prices falling and techomgy becoming easier, we may soon see a robot
arms race that will be difficult to stop. It is ieqative that we create international legislatiod an
code of ethics for autonomous robots at war befons too late” [29]. In other words, the
international community should evaluate the risksh@se novel weaponsow, rather than sit
around and wait while they sneak their way into own use.
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4.2.Robotic Wars as War Crimes Without Criminals?

The question of the possibility of errors is raisdslo by Andrew Brown in a blog related The
Guardian However, he lays the stress above all on theematftrelieving oneself from the burden
of responsibility. Reflecting on the concept of filesartificial intelligence, Brown warns that the
robot has a particular status that it is hard tiindeit is not yet a sentient being capable of ahor
discernment, but neither is it a mere object cdleidby man: it has a goal and it pursues it, even
though it does not know that. By the way, thigigtalso for the so-called smart bombs, that follow
heat or satellite signals: “The missile, a thingttis both dead but none the less animated by a
hostile purpose, violates some primitive expectetiof the way the world works. Thatone reason
it seems so frightening” [3].

Brown raises the problem of the moral status ofrtii®t, of the people that are constructing
it, that give the order to use it, and that useld.rejects the idea of those he calls “the praiage
of extreme atrtificial intelligence,” for whom thebyot is considered on a par with humans once its
behaviour becomes indistinguishable from that b@iman (that is, that it passes the famous Turing
test). He therefore proposes a further ethical lprodinked not so much to the blindness as to the
possible lunacy of the robotic soldier. He asks

what would happen to a robot which acted agaisspibgrammers’ intentions: if it
started to shoot everyone less than four feet toghgffer sweets to anything armed
with an RPG%The answer is obvious. It would be either reprogreed or destroyed. A
human, on the other hand, would be tried, becaukanaan could be blamed — or
praised for what he had done.

According to Brown, an entirely unprecedented peoblarises in the presence of hostile artificial
intelligence: we could have war crimes without gassibility of identifying for certain the war
criminals.

4.3. Trivialization and Multiplication of Armed Conflics

Also Peter W. Singer has dealt with this questioma iengthy and detailed article that appeared in
The Wilson Quarterly[32]. Singer begins by describing the death of oddier, one much
appreciated by his fellow soldiers and by his comaea for his courage, tenacity and ability. He
had saved many lives but, during a demining opanathe device that he was trying to deactivate
exploded, killing him. His comrades in arms pickgxahis remains and carried them away from the
scene by helicopter. When writing their report, t@mmander lavished words of praise and
gratitude for the soldier that offered his life,tlsaid that, at least, there was one thing he was
relieved about: “When a robot dies, you don’t needrite to its mother.”

The death of PackBot cost US taxpayers 150,00@mollt will be replaced with few tears
shed by its clone. Or by a more advanced model.

Singer starts out with this example to argue tlodotic war opens up new sociological,
psychological, ethical, legal, and political scénsrA novelty comparable to that offered by World
War |, the first major conflict after the industrieevolution. Drawing inspiration from science
fiction writers of the time (H. G. Wells, A. A. Mik. Arthur Conan Doyle, Jules Verne, etc.),
farsighted politicians like Winston Churchill anshggneers tried hard to put previously unseen
‘steel monsters’ on the battlefield: armed tanlkspplanes and submarines. This brought war to a
level it had never reached before. The biggest Inoveas that the new weapons (machine guns,
gas, armoured tanks, etc.) made a carnage of sam@tto move the front just a few meters, while
planes and zeppelins managed to bring the war tlemfront to inhabited cities and unarmed
civilians, and submarines came to threaten passesigps and unarmed freighters. It radically
altered the way in which war was fought, and nst ps regards the strictly technical, but also the
human.

32



The same is happening now with robotic arms. Singeen though he underlines the obvious
positive aspects of these weapons for whoever las,tthat is, that they spare human lives in
one’s own faction, he brings up another questioretbical discussion, that someone has called ‘the
videogame effect.” Those who fight with robotic meaare very far from the battlefield and do not
always feel as if they were killing living and siemt beings. We could refer to this problem with an
expression: ‘trivialization of war.’

The testimonies that Singer collects give a farlgar idea of the new psychological
dimension the fighter finds himself in. While theeBator's sensors spot the enemy on the
mountains of Afghanistan and attack him with letiwabpons, the human pilot is 7500 miles away
in a military base in Nevada. The experience is dfia psychological disconnection between being
‘at war’ and leading a normal working life. A pilof Predator describes the sensation as follows:
“You see Americans killed in front of your eyes athen have to go to a PTA [Parent Teacher
Association] meeting. Says another: “You are going to war for 12 hosisoting weapons at
targets, directing kills on enemy combatants, dweh tyou get in the car, drive home, and within 20
minutes you are sitting at the dinner table talkimgour kids about their homewdrk32].

Another interesting question that Singer raisesceors control, human presence in
decision-making. This is the EURON Codex’s firstqin“Safety. We should provide for systems
for the control of robots’ autonomy. Operators dtddae able to limit robots’ autonomy when the
correct robot’s behaviour is not guaranteed” [40637]. Or, to say it like Eliot Cohen — an expert
on military questions who has worked in the Stagp&tment under the administration of George
W. Bush — “people will always want a human in tbefd?” Although we may want this, it is time to
ask if this is technically possible, if it will négad to rather paradoxical situations.

In fact, as the number and quality of robotic aimprove, humans will get expelled from
the ‘loop’ little by little. This process was visgbalready at the time when electronic weapons
emerged (radar, radio, sonar, etc.) in the first dlathe 20th century [1], and is becoming ever
more visible today. Let's begin with an example.ridg the Gulf War, the captain and radar
navigator Doug Fries describes bombing operatiangoflows: “The navigation computer has
opened the aircraft hold door and unhooked the lsomto the dark. Of course other human
beings programmed the machines initially, but tbaee allowed the computer to take over on the
battlefield, giving the pilots a merely auxiliaryle.

The most tragic event in connection with this kioidprocedure took place also in the
Persian Gulf in 1988: the case of Iran Air Flighi56 In the eighties US naval ships had been
endowed with the computerized defence system Adbgishad four different modalities of action.
Among these were the ‘semi-automatic’ modality, ethgave humans the possibility to decide if
and what to fire at, and the ‘casualty’ modalitgid@ed to run the ship and defend it if all the men
on board were dead. On July 3rd 1988, the USS Yime® renamed Robo-cruiser for the Aegis
system and because of the captain’s aggressivéatepy detected the presence of an aircraft and
identified it as an Iranian F-14, and thereforenaltgd it as an ‘assumed enemy.” Although Aegis
was set in ‘semi-automatic’ mode, that is, with thachine given minimum decisional autonomy,
none of the eighteen marines and officers of thmmand wanted to take the responsibility of
contradicting the computer. Hence they followed at$vice and authorized fire. The missile
destroyed an innocent passenger plane with 290epgsss on board, among which 66 were
children.

Let us therefore make a list of the errors made:

a) The Aegis is designed to oppose the action siesbombers in the north Atlantic in war time
and acted according to these directives, and yetitd itself beneath a sky full of civilian planes
peace time;

b) His great trust in computers lead the commartaleirop a security procedure that envisaged
asking higher officials on other war ships for pesion;

c) once again, deep faith in computer wisdom induttee captain and his collaborators to
blindly listen to the advice of the machine, despitte improbable nature of an Iranian attack.
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Similar errors have occurred with other roboticamtomatic weapon systems. During 2003 the
invasion of Iraq, a battalion of Patriot missilesok down two allied aircrafts upon having
mistakenly classified them as ‘Iraqi rockets.’

Here then is what the situation looks like, beydimel problems. In theory, humans are still
in the loop, part of the decision-making, but theh is that decisions have to be made in seconds,
between the computer signal and the possibilityna’'s own death, and therefore no one feels up to
using what now boils down to a ‘veto power.” Onevays allows the robotic weapon to fire and
hopes that it will strike the enemy and not unarroedlians or allies. When acting under such
psychological stress, it is as if humans had ne toiplay.

This situation is summed up in what we could nahe‘paradox of controlled autonomy.’
Many have become aware of the problem, among ttres@sychologist and expert on artificial
intelligence Robert Epstein:

The irony is that the military will want it [a rojdo be able to learn, react, et cetera, in
order for it to do its mission well. But they wonitant it to be too creative, just like
with soldiers. But once you reach a space wheiseréally capable, how do you limit
them? To be honest, | don’t think we can [33].

In other words, one first constructs a machine &bldo things humans cannot, and then one still
expects that humans would have the last word aldwat the machine ought to do. This is
paradoxical.

The result is that, when releasing thousands odteobn the battlefield, one continuously
feels the need to introduce exceptions to the gémele that wants humans to have the last say in
all decisions. Let us look at it in more detailagening in terms of degrees of autonomy, and not
just in a digital one/zero perspective.

First exception. Just as an official has authooigr a certain number of human soldiers,
one imagines that an operator could supervisetainarumber of robotic soldiers. The problem is
that the number of robots that a human being catraiois directly proportional to the individual
robot’'s degree of autonomy. To understand the proplet us imagine that we are playing five
videogames at the same time. A Pentagon repodsssehat “even if the gunship commander is
aware of the position of all his units, combatasething so fluid and rapid that it is very hard to
control.” In other words, if we really want themftght, and if we cannot assign one commander to
every robot, we have to give them the possibibityegspond autonomously to enemy fire.

Second exception. No reminder is necessary tharbmy is as sentient and uses electronic
arms just as much as we do. As early as the Tsashattle of 1905, Russians and Japanese used
radio waves to spot their mutual presence or terfiete with the communication between
battleships [10, pp. 66-74]. If the robotic soldeannot fire unless a remote operator (a human
soldier) authorizes it, then it will be enough testruct the communication to render the machines
harmless and leave them at the mercy of the enkmnother words, it makes sense then to set up a
plan B in the case communications are cut off wiankisages the possibility of robot decisional
autonomy. In this case they will be able on themndo defend themselves against threats, hit the
enemy and return to the base. We can only hopghgtmake no mistake.

Third exception. Even if every robotic weapon has own operator, even if the
communication is not broken, even if the enemy does operate at digital speed, there are
situations in combat in which humans cannot reast énough to neutralize a threat. If a projectile
is fired at a robot, it takes a human some timadtice (due to the time of propagation of sound
waves, to brain reaction time, to momentary infobitprovoked by noise or fear, etc.), while a
robot is at once able to spot the conflagratioramand frame it as the target of a laser rayné o
can point a laser at someone who fires, then irsdéinee way one can fire a lethal projectile. That is
if one is working in auto-mode, without waiting farhuman operator to give the green light, then
one could shoot down anyone firing before he hadithe to put away his weapon and hide or run
away. It is a very strong argument that soldierghenfield are quick to point out. Which human
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being would risk life and limb, with a very highgtrability of instant death, in order to kill a
machine? Giving the robot enough autonomy to rethmn fire would totally change war and
guerrilla warfare. It would make armed insurgenomiess, because this one is linked to a need for
revenge on the occupying forces. Among other thimgsoducing this exception could seem
attractive not just to soldiers, but also to puldiginion, which looks rather favourably at the
asymmetry between attacking and responding to tatkaieven in a ‘superhuman’ way). The
robots do not aggress humans, but eliminates thérey become aggressive and dangerous.

One is also considering the hypothesis of takingeption to the general rule of control, in
partial terms, that is, enabling the robot to flsat only in order to strike machines and not human
beings (other robots, armoured tanks, jeeps, dicthis case, a robot could block the enemy by
targeting wheels or caterpillars. However, in ssmdpthe robot would not shelter from enemy fire,
given that the human operators would or shouldigenAnd it would not shelter fellow soldiers,
given that survivors would keep their ability toefiand kill. The dilemma does therefore not go
away, and the idea generally speaking of an exaepémains a sensible one.

The problem is that, by multiplying exceptions, ongks giving full freedom to the
machines. As robotic weapons become more and netieble, commit fewer and fewer errors,
they will get to so high a degree of reliabilitydann combination with the technical impossibility
for man to replace the machine, we will reach aapof no return. Let us not forget that, indeed,
humans too make mistakes. Military history is riefth episodes of friendly fire being more
homicidal than enemy fire. Humans are not less eiang than computers or robots. Even in the
presence of errors, it will be enough that statssweigh the balance in favour of the computer or
the robot, to completely remove humans from bottidieeld and decision-making.

What might happen in the future, starting with thesbservations and looking at the
technological trends, it is the emergence of yetlar ethical problem: the increase of belligerent
conflicts. This at least is the opinion of LawrerdceKorb, an ex marine officer, the author of some
twenty books, who has served also as assistingetsegr of defence during the Reagan
administration. Korb is a great supporter of robatieapon systems because these save human
lives. However, he is persuaded that this is pedgiwhy technological development will make it
ever easier psychologically to decide to go to Wéere are two factors that push in this direction,
and both are the effect of the automation of thmear forces: a) The growing disconnection
between the military apparatus and civil society;The perverse voyeurism to which emerging
technologies give rise.

As Singer reminds us,

Immanuel Kant'sPerpetual Peac€l795) first expressed the idea that democrages a
superior to all other forms of government becahsg tire inherently more peaceful and
less aggressive. This ‘democratic peace’ argumeitéd( by presidents across the
partisan spectrum from Bill Clinton to George W.sByis founded on the belief that
democracies have a built-in connection betweenr tfegeign policy and domestic
politics that other systems of government lack. Wttee people share a voice in any
decision, including whether to go to war, they supposed to choose more wisely than
an unchecked king or potenta{82].

In other words, since we know that war can brinthbactory and glory, or death and despair, and
since it directly affects citizens and all theivéal ones, democracies strongly pressurize their
leaders and urge them to caution and to respoitgibdther than to irresponsible adventures.
Indeed, glory is mostly to the benefit of the lead¢hile the loss of loved ones befalls the ordmar
citizen. Not forgetting that, in past wars, citizewho had stayed at home, even if they had no
friends or relatives at the front, had to faceamtig of certain products of consumption (food,
clothing, gas) or pay a war tax to sustain the effmnrt.

But what happens if one sends mercenaries andsdbatar instead of citizens, and that
one has to put up with neither taxes nor rationimg@re will be a general disinterest in the war.
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One is reminded of it only an instant at the aitpanen one’s toothpaste is confiscated because it
exceeds the 100 ml limit. In any case, the infleeotpublic opinion in democratic nations is more
theoretical than a reality. The United States ofefica have fought on many fronts in the last half
century, from Korea to Vietnam, from the Persianf@uYugoslavia, from Afghanistan to Iraqg, not
counting all the minor interventions in Latin Amman nations. However, the last formal
declaration of war goes back to 1941. Italy as wa#i circumvented the constitutional obstacle that
only allows for defensive war and classified foreigiterventions (the Gulf War, the attack on
Yugoslavia, the invasions of Afghanistan and ofqjraéhe intervention in Lebanon, etc.) as
‘international police operations’ or as ‘humanigarinterventions.’

The argument put forward by Korb, Singer, and otbeperts in robotic weaponry is
therefore the following: if 2L century wars no longer require the approval of gtess, if there is
no rationing, if no special taxes are imposed, &3tl but not least machines are made to fight
instead of humans, then political leaders will beranore at liberty and have ever better reasons to
opt for military interventions.

To give just one example, faced with the massaareeme of the African nations that we
have recently observed (think of the ethnic claamsione in Rwanda, with children and grown ups
actually beaten to death with machetes), Westetionsahave felt impotent. It could have been
politically risky to send troops (perhaps via caigeon) into such tough conditions, even with the
good intention to save children and innocents. Masksses would lead to electoral defeat of
those politicians taking that decision. But if wadhthe ‘robotic weapons of the future,’ the decisio
might have been another. Predators and Reapeitsol®t from Nevada or a European base, could
have massacred the Rwandese irregular military 9aadd saved the lives of many unarmed
civilians, without jeopardising the lives of compet soldiers. Therefore this is an attractive
argument that it will be ever harder to resisthifor the government and for public opinion.

The second issue Korb raises is that of technaddgioyeurism. Today Predators see the
enemy and Kills it. They do exactly what humansdusedo at the front. The difference is that
human soldiers stored these cruel images insideldrens, that is, in hardware that does not allow
file sharing (for the moment being at least). Tlewld tell of what they had seen in their war
diaries, or on the radio, or on television. Butame else could see it like they had. Today thousand
of movie clips made by drones end online, espgciall Youtube, visible, downloadable and
distributable by anyone. The military calls thesgew clips ‘war porn’ because they show all the
cruelty of war with no censorship. People — alscabee in fiction films they are constantly
exposed to violence and phenomena such as sputowyl and exploding brains — are not
particularly impressed with death on live. As arareple, Singer refers to a video in which a
Predator strikes a group of insurgents, having thedies bounce into the air, while one hears the
tune of a pop song by Sugar Ray with the title UstJWant To Fly.” This way war is almost
transformed into a sport event, a show, in whighdhdience is ethically numb, cruel, hungry for
revenge, and wants entertainment, and feels notiee @lompassion that one would expect.

This also happens because the US authorities fiieimages and only let through those
that serve propaganda. The images that show Anmesoddiers hit, mutilated or killed by the
enemy are censored. It would be hard to watcheadtia son or just someone one knows bounce in
the air and pass from website to website, in otdesatisfy this kind of pornographic voyeurism.
Relatives or friends would have the clip removedsiBes, psychologically, it could have all kinds
of effects and unpredictable responses: on thehand it could increase the desire for revenge, on
the other hand it might convince public opinionttivar is a pointless bloodshed (that of friends or
of the enemy).

War reduced to a videogame, with appropriate §jtezould act favourably on public
opinion and the ruling classes. Thus, paradoxicalfig development of robotic weapons, through
decreasing the cost of war in human lives and stresuld in the future increase the number of
conflicts as whole, and so increase the level aftertial risk for all humanity.

But this is not the only ethical problem. In Singewords, “such wars without costs could
even undermine the morality of ‘good’ warf32]. A nation’s decision to enter war, in order t
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assist another country that has been aggressed alute to succumbing, is a moral act especially
because that nation is not directly threatened.mbral act lies in the disinterested risk thaakes

to lose lives and money. The moral act lies indbkective choice and in the price paid. But ifbot
choice and losses vanished, where is the moral act?

Even if the nation sending in robots in a just wauch as stopping genocide, war
without risk or sacrifice becomes merely an acsa@mnewhat selfish charity [...] The

only message of a ‘moral character’ a nation tratssim that it alone gets the right to
stop bad things, but only at the time and placgésathoosing, and most important, only
if the costs are low enough [32].

5. Analyses and Propositions

We have included enough arguments of the ethical, Kor or against the use of robotic weapons.
We shall now examine them in the light of the ppies and the ethical codes that have been
elaborated by roboethicists in recent years [41B],[[4], [38] and in particular the already
mentionedEURON Roboethics Roadmpid].

5.1.The Impracticability of the Moratorium

One has, first of all, proposed to bring the robatims race to a halt via a moratorium or a ban.
Professor Noel Sharkey has formulated the questigmecautionary terms, saying in essence that
we should hesitate to produce these weapons bedaexanight fall into enemy hands. But this
assumes, as its starting point, that only the Wsesmplicated in the manufacturing of these
weapons and that hence it is enough to addressditers of theRoadmapand a few others to
forestall the peril. In reality many nations haws flecades been working on robotic weapons
systems. As we have seen, drones have alreadyuseen in the 1940s, by the Americans and in
the Yom Kippur War by the Israelites, and in aduditthe Hezbollah in Lebanon and the Pakistanis
also have them. It is hard to believe that the Ruassand the Chinese have renounced them. It is
necessary to understand that there is more thanptayer and, consequently, no matter how
sensible the arguments of the robo-sceptics ardingeourselves in a classical strategic dilemma,
which makes it impossible to make a just choice stoauctural reasons that are independent of any
single will.

The model is in fact similar to the so-called ‘pner’'s dilemma, an indispensable case-
study in every textbook of practical ethics, aslvesl the basic problem in game theory, which
demonstrates how two people (or parties, armieiomg etc.) might not cooperate, even when
cooperation would be in the interest of bdtBne example of the prisoner's dilemma is the
following. Two criminals are arrested by the polidde police does not have sufficient evidence to
incriminate them, so it separates the prisonersvasits both of them and gives them the same deal:
if the one witnesses in favour of the incriminatimnthe other (that is, if he defects) and the othe
remains silent (that is, cooperates), then the smcis freed and the silent accomplice gets ten
years. If both remain silent, both prisoners gest gix months in jail for a minor offence. If both
betray the other, each is condemned to five yeaaceration. Each prisoner must choose whether
to betray her/his accomplice or keep quiet. Eachssured that the other prisoner will not be
informed that (s)he has been betrayed before thektthe investigation. How should the prisoners
act?

Various philosophers and mathematicians have tdckles problem, among whom John
Nash, who formulated a solution known as ‘Nash’silfgrium.” One generally agrees on the most
likely result of the negotiation. If one assumeatthll each player wants is to minimize his own
time in jail, it follows that the prisoner’s dilemrardoes not form a zero-sum game, in which each
player can either cooperate with the other plagehetray her/him. The only equilibrium in this
game is a so-called ‘Pareto suboptimal’ solutionwihich the rational choice induces the two
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players to defect, and get five years, even ifdhan for each player would be superior if they
cooperated (for just six months).

This dilemma had much success, partially becaus@st formulated during the Cold War
and appeared as a perfect description of the aaoes wetween the USA and the USSR (the two
prisoners). It was in the interest of both to stiop race, but mutual lack of confidence impeded
cooperation. Nothing has changed much with thetrolaoms race, with the difference that now the
prisoners are not just two, but many. This rendeessolution to the problem at the mathematical
level even more complicated.

This is not to say that it would be naive or usel@gsstate the problem, but simply that it
would be naive to believe that there is an easytisol for it, or that the ethical problem is just a
dilemma with a binary choice. To think that one séwp the robotic arms race with a proclamation
is like imagining that shouting: “Crimes must cdasa the rooftops will defeat crime. Crimes can
be defeated only if one removes the causes thargtenthem and at the same time makes sure that
the victims and the suspected criminals are nofedetheir rights. The same goes for robotic
weapons. As long as there are wars, nations indoli# always want to have the most powerful
and sophisticated weapons. So, if these frightegn) bne needs to envisage creating a balance of
geopolitical forces that makes resorting to wae rand inconvenient. Crying wolf is not enough.
We need (and this is a lot harder) to find thedaid tame it.

If convincing a nation to renounce making robotieapons may seem all but impossible
(the reply will be: “Go convince Russia and Chiaad then we’ll talk about it”), the idea however
of opening up a debate to regulate its use, alsaitime, is not futile. The same goes for chemical
bacteriological and nuclear weapons. To conclude, may accept the idea of not using them, but
not the idea of not having them.

The goal of ‘owning with inhibited use’ is perfectin line with the principles of rational
ethics. And it is also compatible with Immanuel Karapproach to ethics, as well as with some of
the principles of ancient traditional morality —dsrn and Western. Effectively Kant’'s meta-norm
known as the ‘categorical imperative’ can be foraedl as follows: “Act in such a way that the
maxim of your (subjective) action could become avewrsal (objective) law.” In spirit, if not in
letter, it comes close to the principle of reciptpof Confucian tradition (embedded also in the
Gospels): “Do not do to others what you would naintvdone to you.” Applying the categorical
imperative (or the principle of reciprocity) to de@wn actions, anyone can see if these are moral
or not. Thus one could ask a thief: “Would you whuatglary to become a universal law, that is,
that everybody would steal instead of doing homestk?” It is obvious thatationally the thief
would have to give a negative reply, because ifydaly stole there would be nothing to steal. If
rendered universal, the immoral act becomes implessi

Of course in war the principle of reciprocity haeh often violated. In addition, also at the
theoretical level, everybody does not accept tlea ithat ethics must have a rational foundation or
be founded on an egalitarian principle such astieejust outlined. Those who view themselves as
‘the elect people’ or ‘a superior race’ or ‘a natiwith a manifest destiny’ could give themselves
rights and prerogatives that they do not conced®hers. But what we want to stress here is that,
contrary to what one might think, an egalitariarpra@ach to ethics does not at all rule out
belligerent action. The categorical imperative isamngful also in the context of war and is
compatible also with military operations. We wiilg just one example. We can kill our enemies in
a gunfight, with conventional weapons, also becausdave accepted the possibility of dying in
such a context. However at the same time we caisedb pluck out our enemies’ eyes, because we
would never want this to become a universal law tadl our own eyes were plucked out, should
we become prisoners. In the end, the purpose atianal approach to ethics is that of creating
conventions and rules that are widely shared, alseituations of lethal conflict. And history
demonstrates that this is not a chimerical approBean during World War 11, which, by virtue of
its use of devastating weapons and the total numbeasualties, has been the most bloodthirsty
conflict in human history, none of the fighting pens — however radical the ideological
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confrontation — violated certain conventions ankésuhat had been agreed upon: for instance the
prohibition to use nerve gas on the battlefield.

To sum up, because of the prisoner’s dilemma, ikewdittle sense to require that nations
forgo robotic weapons, especially now that we fiuniselves in a phase of history with many and
widespread conflicts, but that because of Kantiagiple of the categorical imperative, as shown
by various historical cases, it becomes possibhel @so cautious) to arrive at an international
convention that regulates the use of these weapons.

5.2.Pragmatism As a Remedy for Undesired Effects

The second major issue Sharkey, Brown, Singer aaayrothers raise has to do with robot errors,
to their hypothetical going awry, to the problem da#fining the responsibility in the case of
slaughter of innocents (as in the emblematic cadkeolranian Airbus in 1988). This is a serious
problem with no easy solution, which has occupiethltommissions and magistrates. If it is not
possible to punish the robot, then it is clear thatresponsibilities can be shared (accordingp¢o t

case) among designers, makers and users, as hapgfensher technological objects.

However let us make one thing clear: the hypotaegtimination of electronic equipment
and automatic systems from airplanes, warshipshattlie tanks does not at all shelter us from
possible errors. Human beings are also prone twrseand, worse, deliberate cruelty. When one
repeats like a mantra that “the control must remaihuman hands,” in order to reassure public
opinion, this one should ask itself which humandsawill indeed control the weapons. Robots may
kill civilians by mistake, which indeed is awful,ub let us not forget that humans have
systematically and deliberately killed civilians toof revenge or cruelty. Think only of
indiscriminate bombing of cities in order to sagm ey resistance.

The robot soldier might mistakenly point his weagdra civilian or kill an enemy that has
already surrendered, but the human soldier is depab worse. He has tortured prisoners,
humiliated, mutilated and killed them for the shpkrasure of it. We can mention the Turks who
impaled prisoners, or the Phoenicians who durireg Third Punic war mutilated Romans on the
walls of Carthage and threw their remains intodalieOr had them crushed by elephants or by the
keels of their ships. But without going back thas, fit is enough to think of the tortures some US
soldiers inflicted on Iraqi prisoners.

Finally, it may be fruitful to discuss the possityithat robots change (blindly) into potential
assassins, but we do not think that these probtemisi be resolved by simply handing control over
to humans. Humans are not angels. They could coatnoitities that are much worse than machine
errors. Add to this the fact that technology keepproving, while humans evolve much more
slowly, and the argument from error might be overean a couple of decades. In other words, one
should not think of control as the negation ofaltonomy, but rather as the capacity to stop the
machine from functioning should the situation desgate dramatically.

To put it in even clearer terms, the ethical anagtioaary problem, once one has adopted a
pragmatic perspective, is not resolved by impos$ingan control as a matter of principle, but by
continuous assessment (and so the old proceduttabfind error), which is the procedure that
would offer the best results, that is, to achieveends with the fewest casualties, both friendig a
enemy. This goal can be obtained with human cantrith machine control, or with mixed control.
Only experience, and statistics, will tell.

5.3.Voyeurism As an Antidote to Conflict Escalation

Let us now take a look at the other issues Singjees relative to the undesirable effects of raboti
war: the trivialization of combat, the probable remse of conflicts, a sick voyeurism of our
information society, weakening democracies, a gngwgap between civilian society and the
military apparatus. These issues are all connemteldthey are not illusory. Were we certain that
political leaders of the future would use robotima to halt situations of gross injustice, violence
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human rights violations, we would have nothing @éarf When armed militia or the regular army
oppress unarmed civilians, children, minoritiegntht is likely that intervening political leaders
would have the support of public opinion. Howeueistory tells us that political leaders have
started wars for much less noble reasons, suclstiadading public opinion from internal political
problems, or to favour the conquest of new mar&atbehalf of the economic and financial lobbies
that support them — with fake casus belli consediaising mass media controlled by those same
lobbies. If one considers that the lack of morafipderstood as acting in one’s own interest with
no respect for others’ life and freedom) can neaitte inside the political and economical classes,
the alarm — called by the military and civilianseirviewed by Singer — seems more understandable.
| would worry more about these aspects of the detiprocess than about the ‘weak morality’
inherent in a costless military intervention.

As regards the ‘porn war,’ | think that there isthng new under the sun. The medium
changes (and this is not without its importancey, durely one cannot blame this phenomenon on
computers and robots. Think only about Roman gtatha about the propaganda spread by
belligerent nations during the two world wars, ahating the cold war, to portray the enemies as
inhuman beings who deserve no mercy and one’s ogapens as invincible. Of course there are
some new psychological elements, but once agaisheeld take a look at human nature rather
than trying to solve the problem by banning Predato footage online.

The porn war that is all the rage on YouTube da8sh desire for revenge that is inherently
human and atavistic. As for the war in the Middlast it has been fuelled also by insurgents
slitting the throat of American prisoners; theseehthen been picked up and spread online. In other
words, the new media have not at all created tivestects from scratch, but they make them
visible. It should also be stressed that, while pag of users seem insensitive or even thrilled by
looking at such scenes of violence, there have lad®m reactions of indignation. Therefore these
clips — precisely because of their cruel and vibleature — could have also a positive function,
because they show public opinion what war reallyBig sensitising public opinion, ‘war porn’
could induce it to take a greater interest in gowent decisions, and act as a counterweight to the
tendency of military interventions to escalate.

5.4.Correct Information As a Counterweight to Alarmism

The new robot prototypes under study, especiabige¢twho ‘feed’ on biomass — the EATR model —
have also unleashed ethical discussions. On Foxnéves were given an alarmist title: “The
Pentagon is working on war robots that feed on deadie$ [24]. This is false. With famous
concern, Robot Technology Inc. and Cyclone — the tempanies involved in the project —
immediately denied this statement, and clarifieal tineirs is a vegetarian robot. But despite the
clarification the press insisted. In fact, Italiress agencjdnKronosreissued both theses, and this
with a hyperbolic title: “Here comes EATR, the wabot that can feed on flesh: the debate on
cyberethics heats up.” The agency’s first bulletitelegraphic:

Miami — (IGN) — On the battlefield fallen fighterdead bodies could be the easiest fuel
to use for this new robotic weapon that, in order work, uses biomass. The
manufacturing companies deny this: it is ‘vegetatiBut the discussion on the limits
to set on these machines, that scientists foredesomn be able to make autonomous
choices, in order to avoid ethical conflicts hasrbgoing on for some time [49]

Later a more detailed revision, but alarming noeletss, was published on the agency’s website:
“Miami, Aug. 2T%, (IGN) — The robots to which we are used todayareest copying dogs or act
as vacuum cleaners that run about the house lod&mgny scraps. But, ever faster, ‘mechanical
creatures’ tackle complex tasks, perhaps on thélebatage, as is happening in Iraqg and
Afghanistan. The latest robot soldier to arrivetba scene, a transport vehicle that moves fuelled
by a biomass engine, that is, it burns organicf dtmufrun, generates some hesitation in the
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cybernetic world. Indeed, on the battlefield thestnmcommon fuel available might well be human
flesh” [49].

The problem of robots eating human flesh is ondiéek, even though it is now spoken of as
a merely academic hypothesis. After all, it is ttiiat there are dead bodies on the battlefielditand
is true that the robots feed on biomass, and dieeel bodies are biomass, if one plus one equals
two... the rest is consequence.

But perhaps this idea arose in someone’s head beaHuts name? “It is called EATR —
which in English sounds uncannily like ‘eatérAnd yet the makers cannot be clearer. Harry
Shoell, manager at Cyclone, puts it thus: “We catghy understand the public’s concern about
futuristic robots feeding on the human populatiount, that is not our mission,” and he adds that no
one would dream of violating article 15 of the “@ga convention” that prohibits the desecration
of the corpses of the fallen. The reporter haske inote of this: “The engine developed to power
the EATR runs on fuel no scarier than twigs, gaggpings and wood chipq49].

Yet, can one easily disregard so gluttonous a pcews? The humanoid cannibal makes
splashier headlines than a lawnmower that recygtesns, so it is better to stress the academic
hypothesis:

What would happen, critics ask, if it malfunctionmdran out of fuel? It would make do
with whatever it found, is the answer, and concafevorrying scenarios along the
lines of “Terminator’ or ‘Matrix,” science fictiomovies where machines take over the
planet and use humans as a source of energy [49].

Even though the news is really farfetched, the nepas right to raise the ethical problem: “In

cybernetics the problem of what ethical boundasgbsuld be imposed on these mechanical
creations does not go away, given that scient@®ssee that very soon it will be possible to make
robots able to make largely autonomous decisiosd he cannot avoid quoting Asimov’s Three

Laws:

The science fiction writer Isaac Asimov, the autbbn, robot, had for this purpose
conceived three simple laws which, in a remoterfjtwould be programmed into the
electronic brains of the automatons. The firsthef three, fundamental this one, states:
‘A robot may not injure a human being or, throughadtion, allow a human being to
come to harm.But he certainly had not taken into considerattmaproblem of a robot
which, in order to exist, might be forced to eatrfaun flesh [49].

Once again, we are not so worried about the aperdbrmance of the machine or the use that one
will make of it (it has not yet been used), but thet that it violates a certain idea of how therldo
works, to put it like Brown. Ordinary people arengmced that there is a neat, ontological,
separation between the animal reign and the vegatal, the organic and the inorganic, the living
and the dead, the conscious and the unconsciousotfR@nd GMOs demonstrate that these
distinctions are just a convenient heuristic maetlassify objects, while reality is much more
complex and plastic. A robot can draw energy framdmvironment and feed himself no more no
less like a human being or an animal. With the taidithat if there be no potatoes or carrots it can
also run on gas or petrol. This worries people bseat appears to cast into doubt the uniqueness of
humans.

Moreover, the mere existence of EATR conveys thad at leasttechnically possiblgo
build a robot that kills humans and feeds on tffiesh, so that it could run for an undetermined
length of time. To stop it one would have to switichff (put it to sleep) or destroy it. If there no
such model it is only becaus®mbotic Technologdecided to make it vegetarian. Human creative
power fascinates some people and frightens othdenice the ethical controversy. From a
pragmatic and rational point of view, it is advikato serenely accept the ‘fact’ that the boundarie
between organic and inorganic are transient, andesfor these machines to generate more
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happiness than unhappiness in the world. Takinfpritgranted that they don’t have feelings
(happiness or despair), it would be suitable te giviority to humans and therefore give them the
authority to stop the machines at any time in aafsmalfunctioning or unforeseen and negative
collateral effects. However, it seems rational p dlso to take advantage of it for civilian or
military use. After all, EATR is the ideal lawnmomeoth as to performance and to save energy.
And it would be the only robot able to hinder tlti@n of enemy soldiers or militia over many days
in a hostile environment, far from the bases araffuthe system of logistic assistance.

6. Scenario Analysis: Dreams and Nightmares

What will happen tomorrow? If humans rationallyded to choose what is ‘good’ and to reject
what is ‘bad,” for themselves and for others, iadty we ought to see a constant improvement of
the human condition. But this can only happen opi#ts. The problem is that human choices are
not always free. They are not always rational. Whajood to one group is not always good for
another. What is rational at the micro level (indial, social group) is not always rational at the
macro level (society, humanity), and vice versad Ainally there is always the possibility of the
‘unanticipated consequences of purposive actiaisgady studied in detail by sociologist Robert
K. Merton [17]. That is, even if we assume soci@bes to be rational and have positive intentions,
there can always be undesired collateral effectssafpopular saying goes: “The road to hell is
paved with good intentions.”

For the time being, the development of roboticseapg unstoppable. We keep hearing that
the 2f' century will be the century of robots. This happdrecause, on the whole, such a
development appears ‘good,” despite the above-wmesdi worries and concerns. It appears ‘good’
also because the classical idea of virtue as acitgpécourage, knowledge, rationality, self-
discipline, ability) is once more in favour, anceté is no doubt that robots are ‘good’ in this
specific sense. And their ‘parents’ are every bigaod, since they have been able to transmiteto th
robots the capacity do to many things. Among théseability to fight.

The reason why military applications are being cwtusly developed is precisely this one:
they are ‘good soldiers.’ First of all they saweeh. At the same time they do not have the typicall
human phobias and weaknesses. In the words of @aldonson of the Pentagon’s Joint Forces
Command: “They don’t get hungry. They are not dfrdiney don’t care if the guy next to them has
just been shot. Will they do a better job than hos?aYes [43]. Add to this that robots, unlike
humans, can be trained and can transmit abilit@® the one to the other in an extremely short
time: download time. This too is a crucial featunet just for war, but also in the ever more
stringent economical conditions.

At the time of the invasion of Iraq, in 2003, o@yhandful of drones were in use by the V
Corps, the primary command force of the US armyddy — Singer writes five years later — there
are more than 5,300 drones in the US military’sltotventory and not a mission happens without
them? Therefore, moving on to predictions, one lieutérafrthe US Air Force states that “given
the growth trends, it is not unreasonable to pastuluture conflicts involving tens of thousands
[43].

Between 2002 and 2008, the US defence budget gdéwt@ reach 515 billion dollars, not
counting some hundred billion dollars, spent onittierventions in Afghanistan and Iraq. Within
this expense, the investment into making land umedrsystems is to double every year as of
2001. The Pentagon’s order to the constructoraasniviguous: “Make them as fast as possible.”

Singer again compares the current situation witt tf the industrial take-off, shortly
before World War I. In 1908 239 T-Ford cars wertdsden years later over a million had been
sold. We add that similar situations have beenmsewith the radio, televisions, computers and
telephones. When the home robot boom will take eplacwill be no less sudden than the
technological booms preceding it. The presencénedd intelligent machines in homes and in the
street will astonish at first, and then be takengi@anted.
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As regards war machines, one has reached a linthieidevelopment of some manned systems, in
particular as regards supersonic aircraft. For ganthe intercepting fighter F 16 is too good, in
the sense that it is a lot better than the humiatsgiying it. It can operate at high speed antbio
trajectories, which to a human pilot would be beytime physically and sensorially endurable. Only
a properly programmed computer could maximally expthe mechanical and aerodynamic
features of the latest generation supersonic fighte

This also goes for other weapons systems. If labdts were able to respond to gunfire, by
means of laser sensors and pointers to identifyatget, we would see extremely quick responses.
Assuming that, in the future, armies on the fieltl also include robotic soldiers, with the gradual
shortening of the loop, then it becomes clear phasence of humans will no longer be possible on
the battle field: our reaction times are far tamnsl

Therefore humans must inevitably be replaced bytolif the possibilities offered by
engineering are to be fully exploited. Bluntly,tire words of one DARPA official, we will have to
take into account that “the human being is abolietcome the weak link in the defence system.”

This is why the US are getting ready to set up atife Combat System” (FCS), at a total
cost of 230 billion dollars, that Robert Finkelsteiescribes as “the largest weapons procurement in
history...at least in this part of the galaxy” [33, 1l4]. The basic idea is to replace tens of
thousands of war vehicles with new integrated systemanned and unmanned, and to write a 34
million lines long software program for a network @admputers that will connect all the war
machines on land and in the air. Each individuajdate will have more land robots on the field
than traditional vehicles, with a ratio of 330 @03 and one hundred drones under the direct control
of ground vehicles. The new robotized brigadesabel ready for action in the near future.

Future drones will not necessarily resemble PredatdReaper. We have already hinted at
the futuristic shape of engineering’s latest geme, Northrop Grumman X-47, more resembling a
fighter in Battlestar Galactica than a traditioralplane. But also giant drones are under
construction. They have a wing span the size abfobfields, running on solar panels or hydrogen,
capable of being in the air for weeks on end, a&iorbiting spies, but easier to operate. Another
direction where research is heading is that of atumization, or if we want to use a word more in
vogue, that of nanotechnology. In 2006 DARPA gdwedreen light to a research project with the
aim to build a drone with the dimensions and penfoices of an insect, that is, weighing less than
10 grams, being shorter than 7,5 centimetres, ¢adlilying at 10 meters/second, with a range of
action of one kilometre, and able to hover in tinda at least one minute.

A drone of this kind, other than its military usesuld also be used by the secret services
and by the police, to spy or kill. Indeed it cofohction like smart bombs on a smaller scale. The
microdrone would revolutionize all the systems afotpction and would have no small
conseqguences on politics and on society. Keep mdrtiiat, in the near future, just as it could be in
the hands of the police or the army, the mafia t@ncbrist groups could have it too. If today it is
rather hard and risky for terrorists and mafiagryoto kill a politician or some other eminent
personality, with the aid of these microscopicrityirobots it could become all too easy. It would be
enough to remote control them with a SAT-NAV systemeach the victim. The microdrone could
thus blow up near the head or other vital organgyven, alternatively, kill the victim with a letha
injection or with a high voltage electric chargadahen fly off. If an almost invisible nanodrone
were to be made, it could enter the nostrils os @hrthe victim, killing it with a micro-explosion
inside the skull, eluding and confusing the tradfisil system of protection. Indeed it would not be
easy to identify the source, unless one had evem suphisticated electronic systems to monitor
and intercept. Setting out to build ever more ssijtated systems of protection, that is, antidties
nanotechnological weapons, seems therefore morerteng than putting the weapon itself on the
market.

In a hitherto unprecedented situation of vulnerghilt could become all but unsuitable to
have a public role in politics, media or entertagmin— particularly if such a role is hostile to oraj
powers, mafia or groups with a strong ideologidantity. But keep in mind that any ‘enlightened
lunatic’ — laying his hands on this kind of weapa@ystem — could try to kill a famous or powerful
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person out of sheer envy or paranoia. Probablgrdttan systems ID, it would be fitting to prepare
a rather rigorous system of traceability that wiltlude satellite systems and systems of land spies
able to intercept almost any nanodrone or microgliarthe air or on the ground.

Excessive alarmism could be premature or unfouniechuse in history every weapon has
had a shield able to stop it. When we went onlioe the first time and our computers were
aggressed by the first viruses, some said thatnieenet would never take off as a tool for the
masses, because the very expensive hardware ceulsysiematically destroyed by virulent
software costing next to nothing. One had not taketiviruses into account and one had not taken
into account the fact that some software would haost more than the hardware themselves. Of
course, more than one user had his computer destroy a virus. But these annoying incidents
have not taken down the system.

This is to say that the predictions that we aretw@mg here can only be pure speculation.
The future that nanotechnology will generate carmotforeseen in full. In 2007, when David
Leigh, a researcher at the University of Edinbungtanaged to construct a ‘nanomachine’ the
individual parts of which were of the dimensionaoolecule, we understood that technology had
suddenly projected us into a novel direction wittpredictable consequences. If historical eras are
defined by materials (stone, copper, bronze, iptastic, etc.), then we have entered into the dge o
nanomaterials [28]. What will it bring us? Leighute not tell: “It is a bit like when stone-age man
made his wheel, asking him to predict the motorw/&3]. We have entered into a new world, but it
is simply impossible to know which kind of world will be. Any presumption to do so will
therefore miss the mark.

The future will be a world of nanomachines, bubalse world of androids. An android (or a
humanoid) is a robot resembling a human and ablenitate many human behaviours; many
designers hope that they will also be able to tlank feel in ways analogous — even though not
absolutely identical — to those of humans. lan $tgahad defined ‘androids’ as machines that have
a consciousness, linking the concept not so mucthdoanthropoid shape, as to the anthropoid
mind. Scientists and engineers are already degidnamanoid soldiers [18].

The military hopes that androids — whatever is mégrthem — will be even better warriors
than humans. When DARPA asked the military andn$isits to indicate what role robots will play
alongside humans, and then without them, in the heare, they replied in the following order:
demining, recognisance, vanguard, logistic, andntrfy. Oddly, air defence and driving vehicles,
where their use is common, were mentioned onlhatehd. When they were asked to give a date
when it will be possible to send humanoid robotghe battlefield instead of infantrymen, the
military said 2025 and the scientists 2020. Rolbémnkelstein, president of Robotic Technology
Inc., finds these forecasts too optimistic and gi26835 as the date when androids will first be sent
to the front. In any case it is not a long time.nylaeaders of this book will still be among us to
verify the prediction.

7. Conclusions

Since the world began, wars have been fought byédiiarmies under various flags: an alliance of
humans, animals and machines on the one hand,sagamnalliance of humans, animals and
machines on the other. This was the case in the ofalexander the Great and it is the case today.
The war machines that Archimedes or other Helleneigineers conceived are not as powerful as
the robots we today send out to the battlefield,still they are their cultural ancestors [5, pg41
130]. To wonder if the Golem model will arrive i&d asking: will this pattern change? The on-
going emergence of sophisticated objects that taadadinary people’s expectations as to how the
world works or should work leads one to suspect thar as a whole could also yield some
surprises. The greatest fear is that of seeinghffirst time in history, homogenous and no lange
mixed deployments, namely: machines against hun&arience fiction and apocalyptic journalism
insist on this matter.
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Any prediction, even when founded on rigorous stsmf trends, always have a large speculative
component by virtue of the complexity of the systéihthe same, scenario analyses are still useful
and therefore we will not shy away from venturingor@diction. All our analyses lead to the
conclusion that the hypothesis of a ‘species’ wetiveen humans and machines, ending with the
defeat of the former, is highly unlikely in the®2dentury. The reasons underlying this belief are al
in all six.

1) Metaphysical UncertaintyOne must consider first of all that it might be wspible for
human consciousness to understand itself or reépllmascientific means. Even though materialistic
metaphysics has shown itself most fecund to scientiee last few centuries, and thereby made a
privileged hypothesis, this does not allow us toledte with absolute certainty the plausibility of
idealistic or dualistic metaphysics. If the suppostof dualistic mind-matter ontology — like
Pythagoras, Plato, René Descartes, Karl Popper,—etire correct, then robots can never be
conscious in the same way as a human being.

2) The Complexity of Consciousness. Even if we glase that materialistic metaphysics is
correct, it is necessary to acknowledge Haxd our task is. There has been remarkable progress in
Logic, Computer Science, Psychiatry, Biology andd@bophy of Mind in the last centuries, but we
are still a long way from understanding the conadmonsciousness. And we cannot replicate what
we do not understand. We can only make somethiifigreint. In addition, considering that we have
not yet managed to solve technical problems tletpparently simpler, such as a cure for baldness
or caries, it is understandable that some prewsadoout the technological development of androids
are regarded as overly optimistic.

3) The Alien Character of Artificial ConsciousneEsen if we postulate that consciousness
is just an emerging property of matter when sujtabtganized, and admit that artificial
consciousness could emerge as an undesirableetcall&ffect from other actions, this does not
imply that alien intelligence would necessarily ddostile artificial intelligence. In other words,
even if our machines were to spontaneously acqine&r autonomy for reasons beyond our
comprehension, this does not logically entail thaty will be violent towards us. We tend to view
humans as angels and machines as potential Teorsnddut all anthropological and biological
observations demonstrate that it is man in fact vghihe most dangerous and aggressive predator
produced by evolution. An alien intelligence coblel benevolent precisely because it is alien, and
not in spite of it. In other words, the alien chaea of artificial intelligence is in reality angument
against it being hostile. This is how things staod/ until proven otherwise.

4) Potency of Technological Man. Even if a hosétéficial intelligence were to emerge,
even if our robots were to rebel against us, hunaesstill powerful enough to engage in the
equivalent of an ‘ethnic cleansing’ of the machinest us not forget that humans would not be
fighting the robots with bows and arrows, but wiilinded tanks, airplanes, remote controlled
missiles, and, in extreme cases, nuclear devides.battle would be between two hitherto unseen
armies: on the one hand an alliance of mannedmgsééd unmanned systems that have remained
faithful to humans, and on the other hand unmarsystems remote controlled by hostile artificial
intelligence. The final outcome of this hypotheticlash is anything but certain.

5) Evolution of Technological Man. Even if unmanr@gtems were to evolve to the point
of becoming more potent than any manned systensheald not forget that humans themselves
will presumably undergo an evolution by technolagimeans. Humans, using genetic engineering
or hybridising with machines via the implants ofcnoichips in the brain or under the skin, could
cease to be the weak link in the chain. In ther&uthey might react at a thinking level equal in
speed and precision to those of machines.

6) Man-Machine Hybridization. Finally we must cahei that, because of technological
development in the fields of bioengineering andradotic engineering, we might never have a
conflict between the organic and the inorganic d&rlbetween humans and machines, between
carbon and silicon, simply because there will bbea and true ontological ‘remixing.” There will
be human beings empowered with electro-mechana# pnd robots with organic portions in their
brain. Therefore it is not ontology that will deeithe alliances.
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In conclusion, we believe that in the*2dentury there will still be humans, machines aniinals
serving under one national flag, waging war agamshans, machines and animals serving under
another national flag. When this system has disa@pk if there are still conflicts, in our opinign

will be more likely to see a variety of sentienirtys (humans, transhumans, and posthumans) on
the one hand, under one flag, against a varietgenttient beings (humans, transhumans, and
posthumans), under another flag. But we are spgaiia very remote future.

The more concrete and pragmatic recommendatiorl thatild now give makers of robotic
weapons and their political and military customésto always work on parallel projects,
conceiving, for each robotic weapon that they cmest another weapon able to control and destroy
it. This precaution could reveal itself useful battithe science fiction scenario of the emergerice o
hostile artificial intelligence, and in the moreopaic and plausible scenario that the robotic weapo
falls into enemy hands.

However | believe it inopportune and irrational dpply the maximalist version of the
precautionary principle. By maximalist version |anean interpretation of ‘precaution’ that would
mean banning any technology that does not pretssit as absolutely risk-fréeFirst of all, there
is no technology or human action that is risk-fieecause it is not possible to foresee the whole
range of future developments inherent in a certamice. As it is said, the flapping of a butterfly
wing in the Southern Hemisphere can cause a hogigathe Northern Hemisphere. Second, since
we do not live in paradise and since processesnpregwith a future that we do not know are
already in the making, non action does in no wagrgntee that the results will be better for our
group or for all humanity. This to say that thduee of the butterfly wing to flap in the Southern
Hemisphere could also provoke an extremely sembagght in the Northern Hemisphere. Finally,
the precautionary principle (at least in its maxistanterpretation) never pays sufficient attentio
to the benefits that might derive from a risky awtiOn closer inspection, fire has been a risky
undertaking for Homo Erectus. During the millionroaybe more years that separate us from the
discovery of the technique of lighting and conirgl fire, many forests and cities have been
consumed by flames because of clumsy errors byaaugestors. Billions of living beings have
probably died because of this technology. And todaystill hear of buildings that burn or explode,
causing deaths, because of malfunctioning cengatiifig systems or mere forgetfulness.

Yet what would humans be without fire? If our arioes had applied the maximalist
precautionary principle, rejecting fire becausesitot risk-free, today we would not be Homo
Sapiens. This dangerous technology has indeededlas to cook our food and hence for hominid
jawbone to shrink, with the ensuing developmentaofyjuage, and of the more advanced idea of
morality and technology that language allows. liefbtoday we would not even argue in favour or
against the precautionary principle, or indeed puiryciple, because these require language for their
formulation.
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Notes

1. The United States is one of the most active nat@inghe cutting edge in the development and uséhede
technological products.

2. Rocket Propelling Grenadea-Soviet manufactured anti-tank grenade launcéystem.

3. Originally elaborated by Merrill Flood and Melvinr€@her at the RAND in 1950, the prisoner’s dilemmas later
formalized and given its present name by AlberfTeker [23].

4. On this problem we invite the reader to have a labPetroni'sLiberalismo e progresso biomedico: una visione
positiva[22]. Even though he mainly focuses on biotechnielaghe article offers a detailed and convincinglgsis of
the precautionary principle.
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1. Unifor mity with Variation

Much has been written over the years that triedetfiine atheism and different forms of it. The best
conclusion we can draw from this voluminous litaratis that “unbelief,” or what we would define as
a disbelief in the supernatural, appears in all &uigocieties. Examples come most easily from the so
called Great World Religions — Judaism, Christignltaoism, Buddhism, and Islam — because they are
well documented.

When we look at non-modern societies, we are maiahwinced of a wide range of religious
expression that all other humans appear able tatifgeas “religious” behavior. Members of some
societies are fully involved in religious activdi@nd appear to believe in the supernatural; mesvdfer
other societies are barely concerned with religiobservances, and their range of belief remains
unknown [3]. It is precisely in some tribal socsstithat religious behavior appears, at first, tonost
uniform: Everyone participates, everyone goes thinottes of passage, everyone seems to believe in
the supernatural. And yet, ethnographies routicalture the contrarian individual who refuses to go
along, who leaves and stakes out a new home withreat he or she should not have, or who simply
does not participate and assumes a non-traditrofa| like the berdache in a Native American c@tur
who refuses to go along with the entire male r@&).[ That non-conforming behavior almost always
extends to some change in religious participathjch is tied intimately to conformity. Non-
conformity suggests the possibility of unbelief.

When we examine the literature on religion, bothdera and pre-modern, we conclude that
while some religious behavior appears as a congtamt society to society, its level of expression,
fervor, or depth is quite varied, from a deep fanhto an unbelief in the supernatural. Religious
expression appears in all known human societieordey to the ethnographic and historical
literatures, and apparently always has, from the tmembers of our genus Homo first had religious
thinking and engaged in religious behavior. Inespit the uniformity of appearance of some religion
every society, there can be wide variation amomlividuals. These conclusions are found in surveys
of so-called “religiosity” in modern societies [3QB1]. Uniformity with variation in modertiomo
sapiensis a judicious place to begin looking at the opgo®f religious thinking — atheism and
agnosticism. We hinge our analysis on “religiouskimg” within a theoretical framework of cognitive
archaeology [13]. In modern societies “religioudéor” can be faked and in very early prehistoric
societies, there are few finds that suggest religie approach religious thinking as a neurocogmiti
trait that emerged in our evolution.

The logic of our approach is to understand howgi@lis capacity emerged in an evolutionary
context, to speculate on how it may fail to emarghill or fractional measure in living human besng
and then to ask whether we have logically defirnletypes and degrees of unbelief. Much of our logic
is driven by the burgeoning science of human geogmvhich shows that very few biological traits are
determined by single genes. Human traits — botlsiphly and the more complexly derived cognitive
traits — are driven by multiple, interacting genélsat variety of genes and their potential for &bk,
phenotypic expression drives the possibility tithesm (or degrees of it, as in agnosticism) cdodd
based upon the expression of many genes and beflfwiat varying levels of intensity, or not at, al
l.e., unbelief. Therefore, this stands as a fefid&l for research in the future. At the presemntly a
very few genes affecting religious thinking haveméentified.

2. Logic, Hypothesis, and Question

In this paper on atheism, or unbelief, we have eho® analyze the “failure to form” a human
biological trait that is relatively common, but ffirom phenotypically uniform. This failure can
partially explain the degree or level of religidushavior. However, since religious behavior is éniv

by social factors apart from biology, there is mew&lear one-to-one correspondence between biology
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and behavior. And, there is individual, intelledtehoice in humans about expressing the trait of
religious capacity. Someone may have “the full mgorfor religious thinking, but not express it
behaviorally. Conversely, another person may hhgedligious trait to a modest degree but be heauvil
involved in religious activities.

Therefore, we hypothesize that the biological taditeligious capacity (“religious thinking”)
has natural variation and at the far end of thdesoh variation is atheism. Elsewhere, we have
proposed that religious capacity is one of the ngogtplex neurocognitive traits that modern humans
possess, and that it makes use of a large numbaaf capacities enabled by many brain networks,
including, for example, the combined action of thento-parietal and the default networks [15], and
neural connections between the cerebral cortextlaaderebellum described below [41], [43]. Yet,
these are but two of the networks and one pathwaglved in religious thinking and theological
creativity (defined as the creation of new knowlkedgsing a theory of the relationships between
humans and the supernatural that is consistent bvithder cultural themes). There are many other
neurological capacities involved in religious thimk and participation, including the entire rande o
brain capacities that manipulate cosmological cptscevisuospatially. These include cognitive
capacities to imagine and manipulate the self aqeematural beings within those spaces, which are
seated, in part, especially in the precuneus 18],[8], [9], [10], [11], [22], [40], [42], [48].

Even with knowledge of only a few genes and seveetlvorks at this early point in time, our
conviction is that complex combinations of genesl a@sulting brain capacities routinely produce
religious thinking. Religious capacity’s emergenrceither in evolution or individual ontogeny — istn
simple. There is plenty of room for variation and failure. There may well bacreasingvariation for
the highest, most advanced, human neurocognits toecause of the increasingly complex genomics
underlying them. When we recall that apparently ynah the networks used in higher cognitive
processes are “exapted” [12], that is, are re-umed re-worked from their original neurological
functions, we can see that the process of producaligious capacity” in a single individual has ofu
room for variation and failure. This is a differena ontogeny, certainly not a moral failure.

The evolutionary “Building Blocks” identified belomake religion not just an idea, but part of
our biology through processes whose origins aréeah@and overlapping. There is a long history for
the biological trait we call “religious capacityhd it has natural variability of phenotypic exptiess
Some people have what seems like “deep faith,”evbihers appear to have less conviction (whether
they behave according to religious principles ometfigious activities, or not). Some people show
striking creativity in their theological treatisemd others barely connect theology to their wqufsihi
activities. As noted, a “theology” is a theory abdbe relationships between humans and the
supernatural. Theological creativity is not necelsao-incident with religious thinking, althoughey
tend to overlap, especially for religious leadeof shamans to prelates, who can be quite creitive
their interpretations of daily events, dreams, aomdnflicts, and individual motivations.

The contention that religious capacity is a highymplex neurocognitive trait with broad
phenotypic variation is consistent with our hypaibehat it is an evolved biological trait. Manynhan
biological traits are widely held and variably exgsed, but some humans do not have them, at all.
There are also traits that can be traced to thergenlevel, which only certain proportions of hursan
have. Not everyone has blue eyes. Not everyongually hirsute. Not everyone is a “highly sensitive
person” [1]. As we learn more and more about thenxdiu genome, we see that biological traits can
have many separate genes that affect their pheoogypression. This is solid biology. If religious
thinking is one of the most complex, if not the mosmplex, human neurocognitive trait that now
characterizes our species, then we would not barisad by itsabsencen a proportion of humans.
Biological development of individuals goes awrytiwivonderful to tragic results.

We propose that what adult humapsrceive as “atheism” is the absence of religthirsking
to a noteworthy degree. Some individuals standasytarticularly unbelieving. They may expound on

their views widely or be very quiet about it. Theyay participate in some types of religiously
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sponsored events, and yet still have unbelief. Wieengnized, they can encounter an entire range of
reactions from exclusion to congratulations. In mosdern industrialized societies, atheists are
generally accepted socially for most purposes aotd excluded from social activities. They join
voluntary associations of others who have unbeliefribal, non-modern, and evangelical groups, the
views of unbelievers can lead to expulsion and eleath.

To define thosevithout somethingherefore hinges upon what capacities others @e,regain
to various degrees. It also opens the door to dngeation that many have made concerning atheism —
that it somehow causes those humans who exhibielighbto see “more clearly” and “more
realistically” than others who are “afflicted” obtrdened” by religious thinking. This follows the
dictum that religion is the “opium of the peopl@g] and that the future for humans involves a @ear
perspective that is somehow “free of religious kimg.” This logic is quite contrary to religious
doctrine, of course, but it is quite cogent. Itpaogte is also quite cogent — that religious cayaci
allows those who have it to “see things” that asheannot fathom, again quite logical.

Let us look at the evolutionary progression thatprepose for religious capacity’s emergence,
and then use that framework to analyze how it cquddsibly fail in an individual. An analysis of
atheism as a failure to form leads unexpectedigotaclusions about religious capacity’s fundamental
nature, why it is successful in supporting the alogroup, and why it has become so bound up with
social control.

3. An Evolutionary Model for Religious Capacity Suggests Ways It Can Fail to Form

We summarize a theoretical model whose foundatemih research details published previously [34—
38]. This model traces the biological foundatiofigaligious capacity as a biological trait, and the
reader is encouraged to see these papers andufee studies we relied upon. Religious capacity’s
antecedents are all evolutionary innovations withehich today’s biologically based capacity would
not exist. Some are well known, like Primate sdigiaend others are just being discovered, like the
importance of the expansion of the cerebellum ghér Primates. Our task was to configure a model
based on circumstantial evidence in cognitive s@eneuroscience, and genomics, and to projeat thes
findings backward to see how they articulate witldence from paleobiology and “stones and bones”
archaeology — always the knowledge base that detesnthe outlines of our evolution, as we currently
understand it. That understanding will surely clengith new discoveries, but we believe this is a
good, first attempt. We know of no comparable asialy

We ask: How did the first and later Primate speciesd to evolve in order to emerge, 65
million years later, with something like religiowspacity inHomo sapierfd When findings from
traditional archeology, the new cognitive archagg]@rimatology, paleoneurology, cognitive science,
neuroscience, population genetics and the burggdighd of human genomics (of extinct and modern
forms) point to the same types of changes, theogicél foundation for religion seems more certain.
True, it probably did not fully emerge until ouregjies,Homo sapiensbut there were antecedents. The
sequence of evolutionary breakthroughs we identifgkes religion not just an idea or a cultural
fabrication, but part of our biology. Each stepotigh evolutionary time adds a needed biologicailsbas
for modern human religious thinking, which is cdomly, emotionally, and intellectually very
complex, but is uniform in its support for the sdagroup. Religious capacity may rely on hundretds o
brain capacities, if indeed there are thought t&heusands” [16].

It should be noted that Neanderthals are compardccantrasted with our species repeatedly.
Both paleoneurological [6-9] and very new findings the cerebellum [41], [43] suggest to us that
Neanderthals, in all likelihood, did not have radigs thinking likeHomo sapiensThe archaeological
record on Neanderthals remains mixed, and openotdlicting interpretations, although recent
genomic studies point to important cognitive defidies in Neanderthals, when compared to modern
humans [17], [19], [29], [39], [47].
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We have recently added a new Building Block to madel, which follows the very first one, so it
becomes Building Block 2, below. Because this isfost presentation of Building Block 2, we brigfl
summarize our rationale for inserting it into tirggmal model. Intelligence, as it is determinedthg
unusual (but not completely unique) expansion @&wdganization of the lateral cerebellum, represents
an evolutionary innovation, like others, withoutieth religious thinking would not exist today. It is
fundamentally an upgrade in sheer computing poues @n ability to store internal models of external
models in the ape and human cerebellum, and, forahsg, to connect them to expanded association
areas in the cerebral cortex. An expansion of #terdl cerebellum is novel to mammals, and for
humans, it is connected to “higher cognitive fuoict” [41].

Our newest Building Block reflects convergent evioln that occurred in three different Orders
of the Class Mammalia, including ours: the primatestaceans, and pinnipeds (seals). Smaers and
colleagues [41] point out that changes in the #teerebellum are more reflective of the modularity
and interconnectivity necessary for intelligent &abr, than measures of sheer volume would be.
Their analysis suggests that cognitive capacittes‘scaffolded” by modifications in the mammalian
cerebellum, but they only fully occurred in thebeee Orders of Mammalia. In our Order Primates, it
occurred significantly in the anthropoid apes, whgave rise to humans. The authors delve deepy int
a statistical proof that lateral cerebellar expamss strongly related to other measures of irgefice
and complex communication. Tanabe and colleaguediroo this interpretation, noting that the
cerebellar “neuroanatomical organization may affentaite learning, cognitive ability, and the human
capacity to innovate” [43]. We logically connectetfability to handle complex information, and
innovate from it, to religious thinking and theoica creativity, in fact, all forms of creativity,
including art and science.

The size of cerebellar units, which function sorreghike computer chips, is directly related to
the number of internal models that humans can sémie the connections to the association aredseof t
cerebral cortex. Because of these connections g¢océrebral cortex, the cerebellum is therefore
connected to the primate fronto-parietal networé feature that is not observed in other mammals.
Therefore, the cerebellum is fundamentally involMedhuman thinking about the supernatural:
cosmological space, supernatural beings, and inmggitne self in interaction with these beings, in
these spaces. Theological creativity uses modetsetate new stories to illustrate religious teaghjn
and new religious tenets emerge to summarize thesees. We propose that all these features of
religious thinking articulate with the substantehd more general human capacity to manipulate
visuospatial information (real or imaginary), edpé¢ in the parietal lobes. Three-dimensional
imagination is central to physics and to theologighough both rely on many more human brain
capacities, too.

Cerebellar re-organization comes after our firstidational Building Block, which represents a
more general feature of all Primates (not justahropoid apes) — sociality. We place re-orgaiupat
of the lateral-medial cerebellurafter (in evolutionary terms) primate sociality armkfore the
emergence of the first true ape, Proconsul (Bujddhock 3). Various ranges of dates are given for
Proconsul, from 23-25 mya [million years ago] to23 mya. The more general term, proconsulids
(representing 10 different genera) date 17-22 n@ar. sequence of Building Blocks assumes that
cerebellar-cortical reorganization was ongoing seha before Proconsul fully evolved, and that the
species stabilized around our estimated date facdAsul of 19 mya.

The evolutionary emergence of religious capacitthengenus Homo relied upon the following
10 Building Blocks:

Building Block 1Sociality in all primates, 65 - 55 million yeargma

Building Block 2.Reorganization of the lateral-medial cerebelluntha anthropoid apes, Order
Primates, leading to modularity and increased agp8x store internal models, and, interconnedfivit
between the cerebellum and the association are#dseofeocortex [41]. The result was “intelligent
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behavior” and ability to innovate [41] [43]. We sins ability to innovate in science, art, andgign
of Homo sapiens

Building Block 3A basic ape model from the Miocene, beginning adoi9 million years ago, with
Proconsul, the first true ape.

Building Block 4 Realignment of the senses, with upgrades of visioth hearing on the line to
humans and some modern apes.

In some groups of the ancestral ape populatiomgivise to the genera Homo and Pan in Africa,
Building Blocks 5 - 9 emerge:

Building Block 5.Lengthening developmental trajectory or “secondalfriciality” and the
downregulation of aggression, 8 - 10 million yeags.

Building Block 6Greater social tolerance among adults, espeaidille feeding.

Building Block 7Further upgrades in intellect to help to managgession in the social group.

Building Block 8.Greater sensitivity emerges, both general seityitiin terms of heightened
awareness and preparation for action), and seigithat engages the emotions.

Building Block 9Biological foundations for culture emerge in artoes to both Homo (strongly)
and Pan (weakly). The first evidence for cultur@ur genus was irlomo habilis who made the first
stone tools found in the archaeological record.tel also likely characterized earlier, bipedal
Australopithecines, who did not have shaped-stoakttaditions, but probably used stones to butcher
Moral and religious capacities emerge relativelg la moral capacity ildomo erectusand religious
capacity inHomo sapiens

Building Block 10Moral capacity emerges Homo erectusl - 1.5 mya, after the species controls
fire and a learning context called “The “Human Headevelops. The reader is referred to the full
theoretical development of this model [32-33], whiacludes cognitive features that characterize
rudimentary morality and gives research findings $upport their presence. Phenotypic expression of
moral capacity irHomo erectugand later inHomo sapiensinclude all of the following at the same
time:

. A mental step both back and up

. An arbitration mechanism that operates along alitirae

An evaluation using a valence from good to bad

. A regretfully dispassionate reasoning

. A tentativeness in a mental balancing act

A sad rejection of “wantonness”

. A capacity for empathy with someone receiving mardgment
. The experience of a burden

Resolution on the part of the group

Hope and faith in the future on the part of theugro

Our model includes the emergence of religious agpat Homo sapiensstabilizing at around
120,000-130,000 years ago, according to studiegaiyular brain shape of fossil skulls [34-36]. S&ul
began to round in a manner typical of the more moteman species before this, by around 300,000
year ago, according to finds from Jebel Irhoud, &dop [23]. The human skull began to round in
response to the expansion of brain tissues bengatticularly the precuneus, part of the parieféis
9], but also due to the enlargement of the ceretyelind other underlying brain tissues [19]. In this
latter study, there is evidence that the cerebelas an important difference betwedomo sapiens
andHomo neanderthalensis

We understand “theological creativity” as part bé tdevelopment of religious capacity in
Homo sapienslone. Through time, theologies were shaped isangly by various cultures so that
they are consistent with other cultural themes. elwv, they maintain a remarkable number of
fundamental similarities cross-culturally, and desptheir differences, testify to a single

neurocognitive origin for religious capacity andedlogical creativity in our species. Our model
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includes the earlier emergence of moral capacitydmo erectusbut not religious capacity. Our view
is thatHomo erectusnay have had chanting, percussion, and storygelbat only inHomo sapiensgs
there music, a capacity enabled, again, by theupexcs in the modern human parietal lobes.
Furthermore, modern humans are the only ones te ldernally consistent and structured theories
about the relationships between humans and therrsatpeal. Religious and moral capacities are
usually intimately joined in modern humans, so wisatrue for moral capacity remains true for
religious capacity. Yet, even now, moral and religi capacities are separable, both theoretically an
practically, as many types of organizations invatweral thinking but are not specifically religious.

The fact that moral and religious capacities canctweceptually teased apart is particularly
important for our task related to atheism, i.egniifying mechanisms whereby religious capacitisfai
to form. If religious and moral capacities are sapk, moral capacity can be present without
necessarily its frequent conveyor (religious cagyacand that makes sense from what we know of the
modern atheist: They are “without God,” so to spdakt not necessarily without morality, as with
“ethical humanism.” Before we go on further to aedy the nature of religious capacity and its alesenc
let us first look at which Building Blocks suggesechanisms that might fail, and therefore produce
unbelief or atheism.

4. Mechanisms Wher eby Religious Capacity Can Fail to Form

We now use our evolutionary model as an analyfreahework to discover possible ways in which
religious capacity could fail to form.

Building Block 1: Primate Sociality

There are myriad ways in which social development affect a proclivity for unbelief or atheism.
Parents and family members may profess little faitithoose not to participate in religious actesti
The question then becomes whether an assumptiamioélief by a family member results from
inheritance, learning, or both (the nature/nurtguestion). More fundamental for the adult atheist
might be either an event that encouraged or signadelief, or a conscious choice — an intellectual
conclusion — that unbelief made the most sensen,Tthere would be a choice as to whether to accept
the social consequences of unbelief, especiallyafy are onerous. Unbelief would become a life
choice, like political party, and it would be shamm by others characterized by unbelief.

On one end of the sociality scale are individual® are developmentally delayed and not
intellectually capable of participating in the segis usual religious activities. This can resudt;
example, from a social anxiety disorder or a geneisorder along autism-schizophrenia scales that
prevents the more usual, mutually satisfying, affiecéve social communication. This also includes
some very intelligent individuals with severe awntiswho are disabled in terms of social
communication. Developmentally delayed and autistimans are usually not be able to comprehend
basic tenets of a religious creed, its logic, ethiiéfeway, or its supernatural beings. While sareeds
identify the disabled as “touched by the supermdtuthis appears to be a culturally fabricated
explanation, perhaps to soften a sense of hel@sssar fear. The analysis in this paper strongly
suggests that humans with very low intellect areelyaable to participate either socially or
intellectually in religious thinking or religiousfé. Indeed, their inability provides support fdret
heightened intellect needed for religious thinkith@t is found on the evolutionary line to modern
Homo sapiens

For our evolutionary model, we are reminded thigimis capacity tends to involve a person
with other people, in social groups and in whatewterals are required and whatever social events
mark the calendar. Religious capacity does noequiike sense except in a social context, as part of

social institution and support for it, and, as thsult of social learning. True, there is the lonenk
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worshipping by himself, but his doctrine and uspdilis rituals rely on a belief system fashioned by
others. We conclude that primate sociality — soand so fundamental to how we live our lives — is
sine qua norfor religious capacity. So, what of the humans viave no belief? They can be left
stranded socially, or they can be free to choos¢han social group in modern societies. That freedo
is appealing to some people who evidence unbélfeism does have the effect, especially where
there are other choices readily available, of ‘ifrgéan individual from some social strictures, Ioat

all.

Building Block 2: Primate Reorganization of the &i@l-medial Cerebellum

There are many different ways that intelligence a#fect unbelief or atheism. Many of those who
write on atheism make cogent arguments for athessm,it is clear that they have read on the subject
and want to communicate the reasons for their uefbahd that it is a valid choice. Atheism can take
on a proselytizing function for some people, whigmot unlike efforts to convert others to a raligs
belief system. Not unexpectedly, the more intetligiae unbeliever or the believer, the more elaieora
and convincing the argument.

On the other end of the intelligence scale are ldpveentally delayed individuals who are not
intellectually capable of meaningful participatimnmost religious activities. These individuals a#
able to comprehend basic tenets of a religiousdecrie logic, ethics, lifeway, or to interact wiits
supernatural beings in culturally prescribed wayst is a great deal to learn, and again, this tfyan
of material (especially in non-literate societigghvoral traditions) testifies to the need for &dstantial
amount of intelligence to remember and make sehgeath. It is important to remember that we refer
to intelligence within an evolutionary context. Téas a normal range of human intellect that is
required for most types of religious thinking. levassume that full intelligence comparable to ttday
modern humans has some relation to cerebellarg&aaation, then we conclude that there is some
minimum intelligence beneath which a species caengage in religious thinkingdomo erectusfor
example, probably did not have the cerebellum {berobrain organs) of modern humans (indeed it is
obvious from fossil skulls that the species did)nhand this may be related to a lack of religious
thinking. This is a preliminary contention on ouarp but one based on an increasing number of
findings from the modern sciences [32], [33].

We have often read authors (both those with belef those with unbelief) who complain that
religion removes the need to think and decide foeself. Religion is sometimes seen as the “easy
way,” i.e., to go along with everyone else in adicgpa theological interpretation. One simply does
what religious doctrine dictates. However, religidhinking and participation are not quite thatygin
— a notion that is a surprise to many. Religioecppts take considerable thought to follow judisigu
True, religious beliefs can be “faked” but it talkegreat deal of energy to lead a completely fédke |
One corollary is true: If one finds that unbeligthe only tenable choice, that choice can have-taH
severe social consequences. Choosing unbeliefsengewhat risky option, again underscoring the
social foundation of religious capacity and itsygipal function in supporting the social group.

Building Blocks 3 and 4: Our Basic Ape Model; aBétter Vision and Hearing

Religious capacity is dependent upon the type ahmalian model we came from. The characteristics
of our ancient ape ancestors were critical for wéagntually emerges in our species as religious
capacity. For our evolutionary model, we can seenfprimatology studies [14] that apes must have
already been evolving in the directions that humaaosld assume in part, change in part, and use in
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their own way. Therefore, it is useful to look eafures of all apes, especially in modern apesy ake
often called “relics” of a large and widespread gapons of apes that were plentiful in the Miocene

Apes are large, they develop slowly, they havebbains, and they are demonstrative, at times.
They are also fundamentally social, they live ioops, and child-rearing is lengthy and intense,
forming bonds that last for years. Apes also haveail, which requires flexible and strong limbsdan
torso to stabilize movement and sitting. Those ireguents are all retained by humans, who are
flexible, demonstrative (at times), intelligentdaiorm deeply emotional bonds with other humans.

Humans who have no religious beliefs inherit adish traits, as do humans who have religious
beliefs. We would not distinguish humans with urdfedn the basis of most of these features. We find
few mechanisms that would cause religious capa&gifgil to form, unless it is a fundamental failune
ontogeny in the development of sociality, intellige, or ability to form emotional bonds with other
people. Those incapacities could contribute toistheor unbelief — or vary with it — because of the
social and often emotional nature of so much, lotiiail, of religious experience.

We see the ape demonstrative tendency as fullyraeng with many religious behaviors,
especially for religious leaders but also for faleys. Our improved vision and hearing make
participation in religious activities substantiaftyore intense. For example, human senses aredully
play in what we would term “numinous experiencedttbccurs so often in a variety of guises in most,
if not all, religions. To the extent that improvegnses heighten numinous experience, we conclatle th
heightened senses could support the emergenckgibus capacity.

Building Blocks 5 and 6: Lengthened
Developmental Trajectory; and Social Tolerance duks

During its lengthy evolutionary emergence, religi@apacity depended on sociality in its basic fofm
living in troops (later groups or bands). It alsepdnded on cooperative social activities of gronips
adults and helping others with tasks of a physicanhtellectual nature. Complex social participattny
adults would not be possible with an aggressiventation like that of modern chimpanzee. Religious
activities often involve bringing other adults ao$n order to prepare for or take part in rituédsich
lessons, and render assistance. Young anthropes] Bge many immature mammals, socialize easily,
so they are naturally accepted and included, betrvadulthood is reached, this easiness is uncommon.

For our evolutionary model, changes had to occuh#éomore generally aggressive stance of
adult great apes, or religious capacity could raaxtehemerged. While ape juveniles play freely, adult
apes tend not to socialize quite so much or sdyeagih the exception of bonobos [20]. Our view is
that their ancestors must have developed a padaigh-regulation of aggression, as in groups legadin
to humans. We hypothesize that a less aggressiuesygle of interaction was achieved by extending
juvenile socialization into adulthood, accordingattdomestication” syndrome or suite of changed wel
outlined in other animals [20]. Modern apes shovai@ety of adult personalities and social stylespf
the more aggressive chimpanzees to the more docitebos. Gorillas fall somewhere in between,
although they can be aggressive when provokedamshe rest, including the derivative human. Still,
the level of cooperation achieved by adult human®i seen in any other mammals.

Before the genera Homo and Pan diverged, othergelsawere happening to ancient Miocene
apes that humans have inherited and accentuatey. ifittolved a lengthening of the developmental
life cycle, so that individuals matured more sloyyere dependent for longer as juveniles, and adult
had greater longevity. The pattern is called, “selewy altriciality,” implying a secondary and a ¢
period of dependence (primary altriciality being katth). Childhood lengthened and adolescence
emerged, when before, there had simply been two gagaps, the young and the adults. We
hypothesize that, along with this lengthening mation, some features of immature apes were retained
into adulthood, especially the social toleranceotifers and a behavior profile that encouraged it.

Above, we even likened it to the profile for domested animals. In general, some ancient apes
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became more tolerant as adults, with the possdsilibpening up for cooperative group activities tha
emphasized interaction and heightened emotionarexe. All of this would not be possible if some
ancient apes had not evolved to mature more slatttya changed temperament.

How does this emergence help us to examine athaishunbelief in later humans? The answer
may again come down to conformity and risk. We begisee how the social exclusion of atheists may
be something anticipated by them and, if necessadgrated. In other words, unbelief carries
implications about sociality, tolerance, and coafien. To choose disbelief requires some risk
because of the possible exclusion of the athedsht §ome or all social roles and activities. We &3¢9
that individuals with unbelief come to understahid tisk and decide to either tolerate it or notlded,
people who profess unbelief in the modern worldtaking a stand, which separates them from others
who profess belief [30], [31]. To carve out a plédgeoneself that is separate runs contrary to nany
the evolutionary social changes underlying religicapacity. Humans with unbelief naturally separate
themselves from humans with religious capacityhigirtnon-conformity alone.

Building Blocks 7 and 8: Further Upgrades
in Intelligence to Manage Aggression; and Greatenstivity

When tolerance among anthropoid adults increagedpghe complexities of social life. This puts a
premium on sensitivity, both a type of sensitiuthat is connected to the network of emotion cerniters
the brain, and a type of sensitivity that is nohich is likened more to a type of awareness and
readiness for action. Two types of sensitivity halready been connected to genomic segments, and
scientists anticipate that there will be many ngeges that affect sensitivity in the future [4], [B5],

[44], [45].

Social sensitivity in humans is a complex charastier whose genomic underpinnings are
multiple, some known and some unknown. There iatglef room for failure in the mechanisms and
pathways that guide social life, as well as frawicactivation at multiple levels and perhaps, thololal
loops and sequences that involve decision makidgadditional aspects of primate sociality.

Building Blocks 9 and 10: Biological Basis
for Culture Emerges; and Then, Moral Capacity

In the ancient apes that eventually gave rise@ditiman and chimpanzee lines, around 8 to 10 millio
years ago, a cognitive capacity for culture ar@selay, we see culture only weakly in the chimpaszee
and bonobos, but very strongly in humans. Cultardifferent from sociality, which characterizes all
primates in many different configurations. Sociaig about group life — how it is configured, how
dominance and nurturing are provided, and the dsdupctioning as a unit in provisioning themselves
and defense from predators. It is said that sqriaiate groups evolve as a group, and while indiaid
members are the ones to convey the group’s gendi@m® is much truth to the notion that the graup
the adaptive unit for evolution.

This changes things and sets the stage for thegemee of a trait that strengthens the group
even more. Cultural capacity is biological, buttare itself is learned, passed on within the greaunal
because it is largely a cognitive trait, opens wibe possibility for cultural differences between
groups, even if they sometimes interbreed. Cultare change over time, while new technologies are
crafted, refined, and then discarded, and new mstemerge to define the group’s identity. Its
succession is not, itself, generally dependent emetics, although we are learning more and more
about culture-biology loops where the two adapsiystems affect each other.

Culture is learned by the young at a time when they receptive. To the child, it appears
natural, and they are unaware of learning mucht.oft ialso takes attention by older individuals,

purposeful teaching and learning, and thereforducalis highly dependent on the lengthened
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developmental trajectory described above, and oly @ad long-lasting bonds between individual
members of a troop — eventually, a human groupe d¢imne line to modern humans diverged around 6-7
million years ago. It was not until around 3 milligears ago that the genus Homo emerged. By around
2 mya,Homo erectugmerged — fully bipedal, with a fully developedrst tool tradition that changed
gradually. By about 1.5 mydomo erectushad learned to control fire, if the latest remaifidire
making from Wonderwerk Cave in South Africa conérta hold [5].

It is in the specieBlomo erectushat we propose moral capacity first arose andpesgetuated
culturally in a learning context we call “The HumBearth” [32]. Fundamentally, moral capacity is a
cognitive trait that is a biologically based fatyilfor decision making based on neuronally encoded
values [36]. Its phenotypic expression varies widblt not as widely as often assumed, because ther
are broad cognitive similarities in the adjudicatiof different moral systems. For morality and most
aspects of human life, culture defines what is r@ad not real, right and wrong, desirable and
undesirable, for specific groups of humans. Tha¢giseveral good clues about atheism, or the ailur
to form religious capacity in modern humans.

Religious thinking is a biological trait that usesltural capacity to define cosmologies, to
populate supernatural spaces, and importantlypéciy behavioral rules in the form of ethics. We
have speculated that ethics derive, in generah fideal characteristics of supernatural beings.irThe
qualities become guidelines for behavior to whicimans can aspire. In many ways, the atheist could
be defined as rejecting certain basic aspectsetiiitural belief system held by people in his gbci
group. The questions remain: Is this an intelldathaice, part of a biological trait that fails flarm, or
both?

We do not interpret cultural capacity, moral capaar the later, religious capacity, strictly as
“adaptations” because there are strong indicatiloaisrandom genetic drift in small groups of aped a
hominins may well have influenced the retainmenttraits, in addition to natural selection. In
particular, there is an absence of many “selediveeps” in the human genome and the presence of
much “neutral” material [21], [24]. Genetic drifs imuch stronger than natural selection in small
groups, so the effects of natural selection werap#med. Genetic drift is a random, not a directiona
force, and was probably an important factor ineéhgergence of the special neurocognitive traits that
make humans so special. We propose that cultupalotty probably arose in small groups of late apes
or early humans, and remained because the grougsisatated, and natural selection was weak. The
trait may have arisen more than once and may na been immediately beneficial. It could even have
been “slightly deleterious” — the term now used ti@its that remained in the human genome and
caused some damage, but not too much, or, in anetiveonment, became beneficial.

Cultural capacity and the much later religious céyaemerged initially by chance, were
retained, and later became useful to the socialpyrth is possible that religious capacity was iretd
because it had features that were physically agdhodogically pleasing to humans. For early humans
who were beginning to shoulder the burden of setifaness, any altered state of consciousness might
have had an appeal. By the timeHidmo erectuswho hypothetically enjoyed a rudimentary morality
and moral adjudication with the characteristicgetisabove, it is very likely that the human lineswa
beginning to view its place in the universe (howeti&t was conceived) and responsibilities to the
social group were taking on moral dimensions. Reizngg these moral aspects of group behavior can
be a heavy burden. Our contention is that this dmundas, and remains, easedHamo sapiendy
religious capacity.

How can this inform our view of unbelief? It sugtgethat the atheist or agnostic has escaped
the burdens of self-consciousness and found suppuat can substitute for religious behavior asd it
expression. Another possibility is that the burdeborne entirely by science and the human intellec
This possibility forms an important part of the read literature on atheism. What is noteworthy to us
is that, for the most part, the argument is nopéeld by many humans, at least yet. If religiousacéy

is the biological trait we identify, then it willboomme under enormous selection pressure in the modern
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world, with its billions of humans. It is on largepulations like the world (and soon off-worldly)
human populations of today that natural selectidhexert a newly strengthened influence. How will
religious capacity fare after those pressures? Miiljious capacity be genetically wiped out, oH i
remain standing? Or, will it become something else?

5. Who Arethe Humansin Whom Religious Capacity Failsto Form?

We have examined developments — biological innowati— that were foundational to religious
capacity. We have speculated on reasons it mayofédrm in some living humans. We conclude that
religious capacity requires a basic sociality, bigo special senses and sensitivities that enhance
sociality and allow adults to approach each otiner gather in groups for religious purposes. We have
discovered that religious capacity entails goodliigience (from an evolutionary viewpoint), andttha
both sociality and intelligence are especially imaot for religious leaders. We conclude that any
developmental problem that might impact social ed communication, or that severely limits
intelligence, can well give rise to religious caipds “failure to form.”

We have also mentioned that religious and morglaciies involve intellectual decision-
making capacities, and we have noted that many mdae@mans make a choice to adopt atheism or
agnosticism for rational reasons. They know, urtdads and appreciate social life, but are
intellectually convinced that atheism is the riglath. They can work well in groups, and sometimes
stand out for their leadership. They tend to bdatlycaware, but simply choose another system of
belief. Atheists who write of their “conversion” tmbelief, or atheists whose goal is to be “freé” o
religious thinking and experience, are generallthis group. Their belief system makes an intellatct
statement and a life style choice. We note thaosiirs and atheists sometimes appear in variotessta
of indecision. This can be a very large numbereafgde, which varies from society to society, anthwi
stage in the human life cycle. Many young peoplestjon the religious and political beliefs of their
parents. Is this a failure of religious capacitydom? We believe not. We see it as a stage indtion,
where individuals consider the consequences of theolvement, and make a decision for belief or
unbelief.

On the opposite end of the decision-making spettie next mention a small percentage of
humans who do not have moral capacity, and thezefdigious capacity, at all. They have no “moral
compass,” and no decision-making apparatus thgtsh& define “right” from “wrong.” These
individuals can appear oddly out of tune to oth&hen, for example, it comes to events that cause
others to be squeamish, such as the killing of alsrfor no worthwhile purpose, or torture. They may
find religious thinking beyond their ability, althgh they can appear quite intelligent in other ways
and live among others and even participate in iliy activities. Still, they are often in an uneasy
alliance, and others tend to sense their disjuactadividuals without a moral compass can be aware
of it and good at hiding it. They tend not to hareinterest in religious thought or experience epxc
for self-serving reasons.

We are left with questions about why some individughoose to withdraw from religious
participation, and why others remain fully comndtte it. In the past century, in many modern and
developing societies, we have seen the rise ofi@enede for many females to withdraw from religious
institutions, and it is seated in the traditionapects of religious doctrine that they deem sexist,
discriminatory, and even cruel. Yet, other womertipi@ate in religious activities and try to change
rules from within. Socioeconomic factors can alegust as strong as gender in encouraging others to
leave a religious institution or stay with it. Arstill, when all of the demographic factors are
considered, we are not sure we understand why someans have belief and others have unbelief.

Let us turn our questions about atheism and asibaarse question. Instead of examining why
atheists choose to relinquish religious experiemperhaps we should examine why others choose

religion. Can a model of the evolution of religiocapacity and knowledge of cognitive science and
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genomics shed any light on why religious thinkimgl @xperience are sought? This approach may lead
us closer to an understanding of why religious cepacan fail to form or not form fully. We are
looking for some essential feature or featuresleievers want or need, which traces back totecati
evolutionary development on the human line. Oudwianary “Building Blocks” explain a sequential
foundation for religious capacity, and where it egimom biologically. Now, we are required to explai
how — or what — keeps it going. Why do more peoypieeave religion and opt for atheism, or at least
agnosticism?

6. Origins of the Numinous and Its M odern Function in the Genus Homo

If we examine the features of ancient apes thatthbadhange in order for religious capacity to flowe
millions of years later on the human line, we mayfa clue that will help to explain humans’
continued capacity and desire to experience relgithinking. It is not enough to call religious
thinking a “biological trait,” which it is. Howevethere is a choice concerning the expression atf th
cognitive trait, as there is with, for example,dieg. This ability to decide can lead to some husnan
opting out, at whatever level of political and sbadevelopment they exist, from tribal to modern
nation-state. We search for something new and ap#wt came with the human evolutionary line,
which goes far in explaining why some humans stesitif adhere to a life in which religious thinking
Is important. What keeps it going?

An analysis of atheism as a failure to form hasxpectedly led to conclusions about religious
capacity’s fundamental nature, why it has been essgfal in supporting the social group, and why it
has become so bound up with social control. Whellistedl the evolutionary upgrades that occurred in
some groups of late Miocene apes, we included ivgarsenses, especially in vision and hearing. We
also noted how these senses came to heighten pleeience of modern humans in religious activities
and to make their experience more intense, anadnmesway, more satisfying. We also described a
tendency for a demonstrative quality in ape behlrafiom time to time, and found it fully congruent
with many religious and artistic behaviors in thg@scendants. Religious activities involving thesss
range from the very active, loud, and dramatich® quiet, thoughtful, and subtle. To the exteat th
improved senses today heighten the experienceligiotes participation and lead to what some have
labeled “a numinous state,” we conclude that thightened senses emerging in some ancient apes
could have supported the evolution of religiousazdy, and perhaps, helped to keep it going in the
lives of humans.

The observation of a connection between typesmdesethat were upgraded on the human line,
and continued capacity and desire for religiousking may be a new type of observation, but the
observation that the numinous is important is sunelt new. Still, our goal is to understand religio
capacity’s failure to form, and in biologically @éetined senses we may find a clue. Where these
senses are not present, or not finely tuned, @iesence could help to explain atheism. Those who
choose atheism may not achieve a sensory “higm freligion, and therefore choose unbelief because
of the long-researched “costs” associated withgialis participation. When questioned, the humans
who believe in the supernatural repeatedly refenqmeriencing something like “numinous experience”
as one of religion’s main attractions. We add odéiteonal and very important factor. Individuals on
the human line, at least from the timekdmo erectug13], had a daily model of the numinous to
which they could point — dreaming.

We have crafted our contention very carefully, lseafor some scholars, the “numinous” is
non-sensory, non-rational, and not detectible bgnee, i.e., it is a “non-sensory feeling” [28].el'h
latter could be called an oxymoron, and indeed aleete it is. While some altered mental states may
seem divorced from sensory experience (like dregntiallucinations, and drug states, to name a few),
we understand the human body to be the interfattetive outside world. Sensory experiences based in

the environment are coded in the human nervousmsystven if they come to be interpreted differently
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later. We do not believe that the notion of “numiscexperience” needs to be, or indeed can be,
separated from the human senses. Therefore, wettbdluman senses as a model for numinous
experience. Often, sensory terms are all that herhawe to describe the numinous.

The notion that experiencing the numinous is seépamitside the self, and that the individual
experiences it as “ganz Andere” [German, compleddfgrent] or “wholly other” is a very appealing
idea that, in its error, manages to capture mudhefppeal of religious experience: It takes #rs@n
somewhere that he or she usually does not go. derstanding the appeal of the numinous, we come
to see that it is seated in normal human sensatiwisare derived from the experiences of the human
body [27], but that the numinous often comes toiriderpreted as supernatural. Why would the
experience of a mental state called “numinous” bewsdely appealing, become so culturally
meaningful, and why is it connected so easily ®dhpernatural — worldwide?

For the atheist, there must be a fault in the failhg progression. Either the atheist does not
experience the numinous, does not want to, findtoat frightening, does not find it culturally
meaningful, or does not connect it to the superaatérurthermore, the atheist surely has difficulty
with religion’s unfailing support for the socialayp and especially, its connections to social @ntr
Let us take a closer look at the concept of theinaos, and how it strikes scholars and the devout,
alike.

Rudolf Otto, who helped to popularize the concefpthe “numinous” [28], believes that it
cannot be defined in terms of other experiencesfitts that it is not perceptible by human reason,
and it is a mystery both terrifying and fascinatjngysterium tremendum et fascinpffy. In The Idea
of the Holy Otto writes:

The feeling of it may at times come sweeping likgeatle tide pervading the mind with a

tranquil mood of deepest worship. It may pass awera more set and lasting attitude of the
soul, continuing, as it were, thrillingly vibranhé resonant, until at last it dies away and the
soul resumes its “profane,” non-religious mood wérgday experience... It has its crude,
barbaric antecedents and early manifestationsagauh it may be developed into something
beautiful and pure and glorious. It may become lluished, trembling, and speechless
humility of the creature in the presence of — whmmwhat? In the presence of that which is a
Mystery inexpressible and above all creatures [2].

From an evolutionary perspective, the following dsmare particularly important: “It has its crude,
barbaric antecedents and early manifestations...’s&tege the origins of the numinous in upgraded
human senses. We ask: When and how did the numéroasge as a mental state that members of our
genus Homo could enjoy and in which they could Sothce and relief? It may have begun at the time
of Homo erectusin a context we call “The Human Hearth,” wherd@mo erectuvand met around a
campfire to recount stories (in a language that masyet fully grammatical according to some, and
fully grammatical, according to others). They digeed the right and wrong of the day, and first
conceived of a supernatural spirit [32-33]. Is twden the numinous began to be appreciated? Perhaps
or perhaps it had to wait for the larger capacitghe Homo sapiensprain, especially portions of the
parietal lobes and the precuneus, whose partiacteation is known to cause dream-like states.
According to research, the modern precuneus coelldapable of manipulating counterfactual places
and beings. Religious thinking could not exist withthe expanded precuneus of our species. $till, t
follow the logic of evolutionary science, it almostirely began with antecedents we can begin to
identify now.
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7. Conclusions

We have worked our way through the biological orsgof religious capacity, and we have searched for
antecedents of present-day types of thought anditeed. We first asked how religious capacity
formed, and then speculated on how it could “failform” and lead to atheism or unbelief. We
identified some types of humans in whom religioapacity does not develop, take hold, and emerge
according to cultural motifs of the person’s sogiddowever, we still could not identify, at firdhe
feature that “failed to form.” Therefore, insteadagking why and how religious capacity could tail
form, we asked the obverse: What keeps it goingy Whhumans not all simply relinquish religion
and all its strictures, and take up a life of urdf@lIn the progression we sketched earlier, wd &h
types of evolutionary innovations that led to rigigs capacity, from a downregulation of aggressmn

an upgrade in social sensitivity. The changeseénsmses were simply noted as important becauge the
help to make religious group activities so meanihglith songs, chants, lighting, shadows, and the
drama of religious ritual. We searched and foureldbemingly, only vaguely important upgrades in
the senses. That suggested some change in the $kasenight give humans motivation to come back
to religious thinking, time and again. It had to dmmething that relied on evolutionary changes but
gave them motivation, now and into the future.

We had to go further. In our focus here on the manus, we slip from direct sensory experience
to sensory experience that is not, ostensibly,hef world. That is the “theory” embedded in the
“theology.” The fact that it is indeed of this wirtan be logically set aside by believers becatigs o
appeal. In the course of religious worship, theshigppers do not care. Religious doctrine and ritual
make the other-worldly, real. Recall, culture defirwhat is real and not real, and it accomplishiss t
through religion and other institutions. The numisacombines known sensory experiences into a
jumble of vague feelings that lose their comparigith mundane human life. The numinous provides
an altered state of consciousness that can beg sasight, obtained, and left behind when a religiou
activity ends. There is no need for drugs, althodiglgs are often used in religious rituals. Theraa
need for extremity or pain to achieve a halloweatestThe numinous is its own, low-level, sensory
“high” and it forms an important part of the ba$s why many humans participate in prayer,
offerings, services, music, singing and chanting.

If desired, atheists and agnostics can find theinons in nature, as did Ursula Goodenough in
The Sacred Depths of Natufg8]. On the other end of the intensity scale,iAlVoffler, in Future
Shock[46], foresees an entire industry of “Experiencakigrs,” while the manufacturing and service
industries fade away. “Experience” will be a comityptike all others — planned, exquisitely packaged
and delivered, and often completely simulated. Wiioyld this be the industry Toffler foresaw — other
than the fact that even in 1970, it had alreadyheg form?

What do we have now that meets those needs? We drgvenusic, science, and we have
religion. In mankind’s long progression from hisgims among the ancient apes of Africa, he has
sought release, amusement, delight, and escapetlieself-consciousness that evolution handed him.
It is a heavy burden, to see oneself on a timelio&now of one’s ultimate demise, to realize that
mistakes can be made that hurt others, and tangijliaccept the ultimate control of the social grou
All of this is a burden that needs healing. We apecies were dealt a heavy blow. We know right
from wrong. We live self-consciously and tentativednd we relish the experiences that can shoulder
part of that burden just a little bit of our time Barth.

8. Epilogue

Not surprisingly, the two authors have differentgpectives in light of the analysis in this pag@ne,
an anthropologist, is probably closest to an agooatthough she has experienced the numinous in

religious services. The other, an astronomer [ad &latholic priest, sees “crossing over” to a bafie
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the numinous as “a gift.” In spite of these twowelifferent perspectives, it is interesting thag¢ th
analysis stands.
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Notes

1. We specify “adult” behavior and cognition becausanyn children cannot always distinguish between a@ntand
reality. Since religious experience sometimes imeplaltered states of consciousness that mix rehluareal, conscious
and unconscious, dream and wakefulness, we belieig reasonable to specify that only adult humaxperience
“religious thinking”. Of course, children can begdia learn about religion early, and practice religi activities, but
religious thinking is a domain primarily for adults
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Abstract:

Free will is a very hot issue in several theorétsedtings, but less in theology,
or at least not as much as use to be in formerstimven the discussions on
sinfulness, grace and freedom were igniting a leagson of controversies,
especially in the Reformation time. Even in ecuroahdialogue apparently
free will does not play a great role, since thechea consensus seems quite
peaceful and agreement dominates over discussmmeter, some theological
insights, especially Karl Rahner reflections, ati# worthy to consider and
possibly theological anthropology should pay moteerdgion to the current
debate and its consequences for the way we unddrstaman nature and its
relationship with God.

Keywords Karl Rahner, Christian anthropology, Imago Dei, grace.

1. Preliminary Layout

Theological treatment of free will poses a goodsé&af study’ to test Christian anthropology and its
adequacy to new cultural and philosophical settirfsveral new theological issues related to
freedom in human beings arise in the new contekenvcomparing with traditional views. That
topic is involved in the three main principles tiia¢ology trying to understand human person has
always claimed: thémago Deihuman attribute, which includes freedom as a patswr condition

to proper talk about similarity to God; the failustate expressed as sinfulness, which has been
viewed in terms of freedom trimming or limited; atied effects of grace, including among them —
with some nuances — a restored full capacity ®edom, liberation from sin’s bondage.

Traditional and confessional positions have endchéong discussion trying to better assess
the extent that free will can reach, or its limatsd boundaries, due to sin and other human limits.
However, in some way, old confessional discussg@®n to be overcome by new awareness and
the revision of early held positions concerning toerupting effect of sin and the re-generating
consequence of grace. This is a quite realisticaggh which has always moved between the
empirical observation regarding human behavioud, #we speculative reflection inside a revealed
framework. Theology describing or discerning fredl Wwas never been only ‘speculative’ aad
priory; often the stated positions reflected internaligggies, or a way to observe human nature
around, with its many trials, and its dark side.tbBlowever, the Biblical text has functioned as a
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framework that provided a way to interpret and ustdnd what was being lived and what could be
perceived and wished as salvation. To some extieationg history of controversies around free
will in Christian theology reflects developmentsthe environment and broader anthropological
positions in their timé&eist with its openness and despair, with its moreess loptimistic feelings;
modelled on historical circumstances of achieveraedtfrailty.

Now the question that still looms is whether thecdssion we drag for centuries is still a
‘theological question’ that deserves to pay muchrenaittention, or this is a question around a
subject that has already known every possible ansavel reflects an exhaustion state. Perhaps
nowadays it might be better to leave it to phildsns and to their distinctions, somewhat alien to
theologians, tired after a long discussion periat appears to many of little use today. Posshmy t
topic has reached some maturity and most theolegaam convinced about a standard position that
satisfies every side. Furthermore, the issue has biesplaced by other worries and more urgent
challenges linked to Christian faith and its suavim very secularized societies.

‘Freedom’ in no longer a theological hot topiclesdst in Catholic theology, where it is hard
to find new contributions — besides the handbook&sewsng Christian anthropology and its
historical process — and able to deploy models tiakeast, would be able to engage with recent
developments in philosophy and scientific studyhoman nature. However, in my opinion, this is
something that still needs to be assumed and thcKlee ideal of freedom has given place in
Catholic theology, since the seventies, to theadledaLiberation theologyreflecting more practical
concerns about the huge contrast between what tai&sl Dy the standard theology of freedom and
salvation, and the reality in which entire popuas were living, in conditions which did not allow
to enjoy the demanding standards linked to Chnsti@dels of free will. These practical issues can
be traced more generally to moral theology and ciosicerns regarding responsibility and
accountability depending on how much free will terecognized.

In the present reflection, my aim will be twofokdrst, | will engage in a dialogue with Karl
Rahner’s attempt — one of the last and more origindo render a completely updated theological
account on human freedom, showing its full thealabcharacter and its limits and paradoxes. And
second, | will try to figure out what could becomeheological agenda for dealing with free will,
after recent developments, both in the philosophiiscussion, and in scientific research, both
designing a completely new context for theologimflection. Possibly a third point could be
offered, connecting with the former points: the tcality of freedom for theology requires to
connect it with love’s experience and commandmehis is however a point that needs to be
developed in a different study.

2. A ‘Modern’ Theology of Freedom

A theology of free will — very controversial — halsvays existed, since the Patristic times, through
medieval disputes until Reformation times. Desagbthe extent of human freedom has been
central in the anthropological reflection moved dmeat authors. A distinction that signed the
School theology in Middle Ages has been the greatéesser space recognized to human freedom,
as a result of two different broad systems: onedas the ‘universals’ theory, held by Thomas
Aquinas, and limiting the reach of free will intayeeat created and harmonious plan; and a system
giving more space to contingency and free procésamous levels, which was characteristic of
Duns Scotus and other Franciscans, and giving ptaeemore unpredictable, open and free world.
The issue of freedom was hence deeply entrenchbiicosmological and epistemological views,
it was a substantial part of the wide world vievdhey different theological schools.

Some attempts can be found in modern times to aptiablogical motives, as for instance
in Kierkegaard radical treatment concerning deaisitn Catholic terms possibly the most
interesting and updated attempt — for his own thrie develop a theology of freedom was moved
by Karl Rahner, mostly in an article published 6% [9]. The title is very explicitTheology of
freedom and it deals with that issue inside his own thgoal framework: transcendental neo-
Kantian anthropology. The question now is what eamnstill learn today from that attempt and
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which points require some updating, complementvaenedeep revision. The points | will focus
more are the following: the Christian historicahdication of freedom; the very theological
character of free will; the paradox of theologigalhderstood freedom; and the relational character
of freedom in that context.

a. Christian Radicalization of the Concept of Fi&dl
The paper starts with a strong statement, almasogetic:

... the real freedom of choice as such — i.e. thedioen which consists not only in the
fact that man cannot be forced from without bubals that a free decision about
himself is demanded from him which, therefore, ather a demand and a task than
freedom — can alone already be seen quite cleaBhristianity [9, p. 179].

In other words, only inside Christian faith humangs become fully responsible before the eternal
God’s love and demanding the highest responsibilite revelation in Christ assumes a funding
character for human freedom, which becomes exaitatie highest imaginable level, as far as it
becomes freedom from God and towards God.

It is interesting, nevertheless, to consider othets regarding the Christian idea of freedom
and its relationship with philosophy. For instaredyrief Encyclopedia entry from 1975 states:

For a systematic theology of freedom which willlggyond the framework of the post-
Tridentine systems of grace and free will, onlyliptenary suggestions are provided by
modern philosophy. The basic principles of a thgigia anthropology will point the
way to a deeper grasp of freedom [8].

Previously Rahner reminds that “The theologicalorobf freedom was carried on from the start in
a dialogue with the philosophical notion of freedtimoughout its history” [8, p. 544]. Modern
times have developed a new stage to the analysie®fwill, but the author complains that the
modern debate has been scarcely received in theoRahner’'s aim is to fill that void and to
provide a fruitful theological elaboration of thealable ideas elaborated by modern thinkers. The
critical point seems to be that Rahner uses thefreewme to better appreciate the value and meaning
of the traditional Christian view. He seems to hestful to the enunciated principle: a Christian
view on freedom was closely entrenched with thdogbphical reflection — at least until modern
times; such dependency has been unjustly brokemeeds to be restored as a condition to better
appreciate the deep meaning of Christian freedowh t@ exalt its value. It appears that only inside
the reference to the modern secular philosophyreédom, we can recognize the theological
meaning of the Christian contribution.

A first consideration comes to mind: Rahner’s thdugan be placed in good company with
contemporary authors who vindicate the central qgkeyed by Christian faith in configuring
modern mentality and values. Very recent titles:likarry Siedentodnventing the individual: The
origins of Western liberalism(2015), and Nick SpenceiThe Evolution of the West: How
Christianity has shaped our valu€2016), witness to an historiographic trend thaves in a
similar direction: to vindicate the necessary r@kayed by Christian faith in the modern
development of liberal ideas, which, at the sanmeetiare founded on a deep trust on human free
capacity to decide and to find the most conventenitrse of action, at the individual and the social
level. The related question concerning how far wexdern liberal societies go when such original
impulse fades away is not clear, even if very pessic forecasts are available, especially at the
hands ?Radical Orthodoxyheologians and their program of deconstruct modethsecular ideas
[4], [5].

A second consideration comes to mind when the teamhmbstance is taken into account,
regarding Rahner diagnostic. After several decaes that subtle criticism, still similar concerns
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arise: philosophical reflection has moved forwand @ince the sixties an abundant philosophical
corpus has dealt with free will in almost all pbésiways. Once more, it seems that the theological
appreciation of freedom should recover from theagiéhat Rahner perceived in his own time, to

accomplish a sort of historical destiny: freedonm d@ theologically understood only in close

dialogue with one’s own time philosophical reflecti This is nowadays an unfinished theological
business, except that we admit that such a taslhéas accomplished — and quite decently — by
philosophical theology, the discipline that wouldvh assumed that reflective role, after some
theological neglect, disinterest or even fatiguterah long and seemingly fruitless discussion
several centuries earlier.

b. Free Will as a Fully Theological Category

In Rahner’s analysis, human freedom is seen in fheelogical terms, to the extent that radical
freedom can be only understood in reference todthi@e mystery, and that freedom reveals the
greatness of divine’s gift to humans. An almost sAlmian argument’ version emerges here: the
greatest that can be conceived in humans is theesiglegree of freedom, but that possibility can
only be reached if it is related to God and susthiby Him. Rahner program seems oriented
towards recovering the lost theological dimenstwat tvas missed — or perhaps secularized — in the
modern approach to free will, and this can onlyrdeched when such an experience is explicitly
linked to the divine being.

This is an old and often told story: modern thimgkiwas suspicious regarding divine
dependency, as a condition which would result irraming of human freedom. As Kant did stress
very explicitly, modernity is vindicated as autonpfmrom external authorities, and God was surely
in that list. In other words, the divine was thougkier since and at different modernity stages in
terms of heteronomy, dependence, alienation, dimdittng power or presence. Rahner manoeuvres
— as has always done — in the opposite sense: wiieees have seen God as a competing power,
Rahner stresses his necessity to found and redsiiye human freedom; where others see in God
a limiting presence, Rahner finds it as an instamfcempowerment — applying a contemporary
terminology! Christian faith follows in Rahner’s régon always a similar pattern: it becomes the
best way to encourage human awareness and to rpodgible what otherwise would be hardly
conceivable. In short, God becomes the conditigmoskibility to human freedom; and the freedom
we can experience is always placed in a horizativifie gift.

Some consideration comes to mind in this case #sTeesome extent what is here on play
is the hypothetical secularization of the Christiemlerstanding — and foundation — of free will. As
Karl Lowith has pointed at the same time when Ralwes developing his analysis, modernity
could be understood as an exercise in usurpatidnregonversion of Christian topics to become
fully secularized and placed in a different contéatbe reused and serve other interests, once they
have been deprived from any theological refereBfeRahner efforts seem to point to a recovery
of modern topics and ideals inside a Christian xato show that they can work very well in the
religious context, perhaps after a conveniennlftand updating to adapt them to the modern times
and mentality. Christian faith in God’s presencdiatorical and anthropological levels renders the
modern project theologically legitimate and expéain

At this point it becomes unavoidable the referetic€harles Taylor and his attemptAn
Secular Age[10] to correct a trajectory in Christian praxisespecially in Catholic style and
magisterium — to come to terms with that modernettgyment, and to adapt to the new situation
signed by the expressivist turn, as exposed imtoik Sources of the Sdlf1]. The question now is
to what extent Rahner's endeavour was successfiiisntime, and how this exercise at ‘re-
theologizing’ a topic that was fully transferred ttte secular realm could be re-assumed in the
Christian mind. Our philosophical time would fe@sgibly uncomfortable with the transcendental
categories that Rahner applied, and which wereequstial in the German context of those years,
and perhaps ignored in English speaking areas. Henvéhe challenge he was able to address is
still looming for us, two generations later.
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c. Paradoxes Arising From Freedom Theology

The mentioned article reports about a big paraddieacentre of Rahner’s transcendental treatment
of that human trait: God is at the same time thenéfation or condition of possibility of human
freedom, but, nevertheless, humans can use thaltyfdo deny their own source or foundation:
“that freedom, however, is freedovis-a-visits all-supporting ground itself, that in other nd® it

can culpably deny the very condition of its owngbaity in an act which necessarily reaffirms this
condition is the extreme statement about the naticeeated freedom” [9, p. 181].

“God is affirmed and denied at the same time” [91®1]. Such paradox is well described
by the own theologian, and by others. The topicdes®rved even a monographic research [6].

In principle, Rahner can feel close to Kant andeptbhilosophers exposing the ‘freedom
antinomies’, a classic of modern thought. Howewerthis version the paradox appears as fully
theological, or as another ‘theological paradoxiiti€al voices can point to the flaws in the
transcendental pattern serving Rahner’s program,vemch would be guilty of a form of self-
referential paradox. The interesting thing is homhRer manages to address the challenge, and to
point to a radical level in which freedom is at #ed the possibility of a self-negation (not in
‘kenotic sense’, of course!), at the time that rtegats own foundation. To some extent such
decision, possible, brings to light the definiticharacter attributed to freedom and the tragic
consequence lurking in such decision.

In that argument arises something quite intrigusigce the free decision towards God, the
‘ground’ of free decision, entails a very self-dastive consequence, something perhaps too costly
when conceiving freedom’s foundation in that higbdlogically loaded view; a complete failure in
self-understanding, a deep alienation appear asrraah consequence [9, p. 185]. Perhaps a less
theologically intense concept would carry less sewensequences at the anthropological level; the
price can be seen as too high for assuming thatdteal foundation. This point is probably linked
to other modern understanding of free will as acalddecision which would endow with meaning
one’s own life. Surely Kierkegaard comes to mirglgaes the XX century existentialism exploiting
similar views about the radical character of lilibding decisions.

The question now is how much dated is that vievd awhether covering human freedom
with that radical theistic meaning still makes snghen the cultural environment has changed so
much, existential concerns have been downplayed anbeological-radical view of freedom
appears to today sensitivity as quite far from wkdelt and lived in broad cultural settings. Some
normative issue is at stake in this case, and stigmeopens, in the sense that possibly a coroselati
can be found between the complete secularizatiorireddom and its devaluation and even
banalization in current cultural terms. Are we agagfore a new version of the modernity malaise?

d. The Relational Character of Freedom

In Rahner’s analysis, freedom clearly serves theseaf God’s love: it is freedom to love God,
since this is the ‘fundamental human act’, the pra@ecting sense on every aspect of human life,
redeeming it from all its ‘darkest hours’, and he{pto cope with risks and sin. That love is the
‘human integrating principle’. However new issuesea inside this attempt at conceiving God’s
love and its foundational character, its ‘athemairctranscendental’ condition. It seems that such
a condition could prevent a real experience of loy@u can hardly love what is constituting
yourself, comprising human freedom. Here Rahneortgsto a distinction to avoid that new
difficulty: between that divine previous and cohdive presence, and the one which can be
thematised or expressed in ‘categorial’ terms. tBetreal answer lies in the mediation of love as
neighbour’s love, in whom the original relation&lacacter of freedom can be fully expressed and
lived.

Again some suspicion arises in that schema, basea strong theological description of
human freedom, with all its attached conditionse Titoblem can stem from a perspective that
reflects modern anthropologies, built on the indingl and its transcendental constitution, instdad o
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building from a relational schema that privilegéerity. Possibly Rahner’s view is still too much
self-centred, even if the human proper foundatoigiven from outside, and relates to God as a
source of being and freedom; the alterity is exg@dsin terms that are still too much referred to
one’s self, and less to an external and origingleeence of calling and relatedness, as has been
stressed by many authors moving from the percelmlightenment individualism. This is the
danger of the transcendental categories that Rateies on: that at the end the modern self-
sustaining individual and the one intimately andregty founded in the Divine presence become
undistinguishable. Rahner seems to work in a tiroe yet deeply touched by the alternative
anthropology built on the priority recognized th@ts presence or the external input they provide,
the one that has been championed by the Jewishsppiher Emmanuel Levinas, among many
others. From such an anthropology a different thgpbf freedom would be required and could be
built. Indeed the relational character of freedamRahner's version appears as not relational
enough.

3. What Needs to Be Assumed in a More Updated Theology Freedom

Engaging with Rahner’s theological treatment okfreill offers a good opportunity to review an
effort made half a century ago, fully committedat@trong philosophical strand of his time and to
learn from that endeavour to engage in our dayb thiat thorny issue. Possibly the task remains
open and invites to follow those footsteps whee fngll is considered still a theological question,
and not something already settled and a topic teehndiscussed in past centuries and now
perceived as tiresome.

| will propose three strategies or moments as a@rara aimed at updating freedom’s
theological approach: learning from the currentlgduphical debate; assuming a more explicit
‘empirical stance’; and considering freedom ingiue believing process as a general framework.

a. Learning From the Current Philosophical Debate

Anybody acquainted with the contemporary treatmeihtfree will can recognize the spectre
stretching between the extreme positions of ‘deit@sts’ and ‘libertarians’ and the somewhat in
the middle ‘compatibilists’. We count with exceltedescriptions of such rich spectrum, as for
instance the excellent systematic review providssbmtly by our colleague Aku Visala [13]. The
least we can say is that the described panoramaksger an unavoidable pluralism and an
unsettled discussion in which the different partiesve good arguments to support their own
positions. Probably this is the current situatiow dhere is no reason to expect that things will
change in the near future.

The question now is what can theology learn froat #tate of things, provided that we still
admit that theology can take advantage from a gusowith the philosophy produced in our days,
instead of keeping more self-referential and degatiith its own tradition and former ideas, what
can be appreciated as ‘classic’. Possibly theokbglevelopment can feel some familiar sensation:
we have been already there, could say the theologsed to a hermeneutical and historical
analysis. Theological controversies, at least siheetime of St. Augustin and his struggle with
Pelagius, and those associated to the differenorReftion versions, resulted again in an
unsurmountable pluralism, this time reflected bemveonfessional lines. Two ideas come to mind:
the first is that perhaps we need to recognizelibtt, in the Christian and the secular philosaghic
realm, dealing with freedom means to struggle with many antinomies, paradoxes and even
contradictions, and hence possibly Rahner was vitjein describing “Freedom as a mystery” [9, p.
190], at least in the sense of posing many chadleng a reason trying to fix and to better describe
it. Perhaps if we could better know and determmeedom, we would, as a result, become less free,
in the same way that evil is a mystery: if we woh&tter know evil it would become less bad. A
better comparison arises with the mystery of grat®se complete knowledge would render it less
‘gracious’ and effective. Since freedom is linkedGhristian theology with all these categories: sin
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or evil, love and grace, we move inside a territmryvhich we can apply the principle of limits of
reason that has been recently claimed — amongsothiey Noam Chomsky [2].

The second application could do good use of conteanp pluralism regarding free will and
try to identify to what extent the confessional bdaries from the past overlap with the present
divisions, and some correlations can be traced, dgample, between determinism and
predestination theology; or compatibilism and tbgatal defence of free will. The old discussion
trying to render compatible free will and divine wistience and omnipotence can be reframed in
the current philosophical terms and find clear fpelsa This is an exercise not just on anachromisti
parallelism and contrast, but an hermeneutic reflechat could trace back in history issues that
appear as constant in anthropological study.

b. A More Explicit ‘Empirical Stance’

Reading Rahner’s analysis on freedom one can fezlstrange idealistic and aprioristic style
characteristic of the speculative theology, ancam modern. | have said before that in many cases
theologians dealing with freedom were somewhatiiadpby their own experience, and not just
trying to interpret normative texts from what ha&eb considered as ‘divine revelation’. This is true
in most cases, but sometimes we can get the impredisat theological reflection has abused
speculation and has lost sight from the real warld the human and social experience regarding
freedom.

Freedom is a traditional topic inside Christianhanpology. In my own experience, this is a
treaty that cannot rely only on hermeneutics aadition, but needs to be updated according to the
new contributions provided by auxiliary scienceging to better understand human nature,
otherwise theology would loss reality-contact gwtay to know theologically human persons.

The former reflections point to a more ‘empirictédrece’ as the Christian philosopher Bas
van Fraassen [12] claimed, in order to render beolbgical views more updated and significant.
Even if such stance has not always helped the oggphilosophical discussion, in my opinion
developments in the empirical study of human behavprovide excellent inputs to theologians
trying to resist the pressure from more reductiompssitions. For instance, the studies of
Baumeister and colleagues [1] about the role pldyedonscious mental processes means a blow
against those reducing the reach of that faculiesl hence a vindication for free conscious
decision making and all its moral implications.

Theology should be aware about these discussiodsredp more on empirical evidence
provided by scientific approaches, after testsaswlirate results when trying to estimate the extent
of human freedom and human frailty.

c. Freedom as a Belief

This is possibly the most controversial claim | a@ming in my paper. Several ideas formerly
exposed point towards this conclusion: the issueegfdom is less related to evidence or cannot be
settled by philosophical argument, and it beconmtebeend more and more a sort of belief, and
hence it could be better understood inside therétieal framework designed as ‘belief studies’.
This claim can find support in the unsurpassahlegtism in the past and in present times, and still
more in the fact that free will is associated widleological positions, the most patent, modern
liberalism, i.e. with general beliefs and values.

That point should not be received as a surprisefidence in higher or lower freedom in
humans becomes at the end a sort of belief, molessmwarranted, but nevertheless a belief, which
can assume both versions: the religious and thdaepossibly a kind of transversal dynamic can
be described beyond the religious-secular divide. \We can describe which traits can be identified
with such belief, or with the contrary, the onettbiates that we hold a very limited free capaicity
our behaviour. Indeed, for many analysts this is ohthe last division lines in the contemporary
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world: between those who trust freedom and considethy to assume the risks associated with it,
and those who distrust freedom because of the ¢hantails and threatens.

Placing the issue of ‘freedom’ inside that very emdc research field, and very
interdisciplinary, trying to better know how bekeére acquired, develop, change and get extinct
would have only advantages. This is a meta-refeexanove and one that possibly will not solve the
conundrums associated with free will, but it wodldlp to better understand our approach to
freedom and to analyse it in terms of credenceseplébesides other beliefs, with whom they
interact and form conceptual networks, helpingousansit our world in a very uncertain tirhe.

In a similar vein as happens with free will conoeps, beliefs come in degrees too, or
rather, they can be described as an spectrum i@afrgim lowest to highest intensity or conviction.
Again we have to deal in this case more with prdistic reasoning and Boolean logic than with
certainties or apodictic arguments. As with othelidés, we can analyse in this case too, the factor
associated with its acquisition, change and lost its increase and decline, and to place it in a
broader network connected with other convictionsteror less close, concerning human condition.

The suspicion arising now is that such a manoegvaoauld result in a weakening of
freedom, reduced to a simple belief. However, thedvof beliefs is anything but simple and weak,
and this is true when we speak about other belrefsgbly the religious ones. Sometimes people
sacrifice everything for their beliefs, and thisheppen too in cases where people died to support
their belief in freedom. Not a world of certairgtjdout a world of probabilities and beliefs seem to
be the one we are getting acquainted, and perhé&pstgood news for free will and less for more
deterministic positions.
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Abstract

Recently, Del Ratzsch proposed a new version ofdésgn argument. He
argues that belief in a designer is often formed-iméerentially, much like
perceptual beliefs, rather than formed by exple#soning. Ratzsch traces his
argument back to Thomas Reid (1710-1796) who arthetdeliefs formed in
this way are also justified. In this paper, | invggte whether design beliefs
that are formed in this way can be regarded as ladge. For this purpose, |
look closer to recent scientific study of how deskgeliefs are formed. | argue
that the science strongly suggest that peopleye&sin false beliefs. As a
result, design beliefs can only constitute knowkdgsubjects have additional
reasons or evidence for design.

Keywords design argument, cognitive science of religionggatondition for
knowledge.

1. Introduction

Recently, Del Ratzsch proposed a new version ofdésgn argument. He argues that belief in a
designer is often formed non-inferentially, mudtelperceptual beliefs, rather than formed by explic
reasoning. Ratzsch traces his argument back to agdrReid (1710-1796) who argues that beliefs
formed in this way are justified. In this papeinvestigate whether design beliefs that are formed
this way can be regarded as knowledge. For thiggsa; | look closer to recent scientific study oivh
design beliefs are formed. | argue that the scistroagly suggest that people easily form falsebel

As a result, design beliefs can only constitute Wledge if subjects have additional reasons or
evidence for design.

2. Perceiving Design

Philosophy of religion (both contemporary and his@l) knows a wide variety of design arguments.
They share a common core in which complexity iiadgto point to the existence of a supernatural
creator. A classic example is William Paley’'s argminbased on apparent design in nature [17].
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Contemporary examples argue that a designer otocréast explains the fine-tuning of physical
constants needed for human life [11]. Del Ratzsaip@ses a rather different design arguniere
proposes that people come to hold design beliefsbpaneans of an inference but by a cognitive
process that closer resembles perception. He ttafisprocess ‘perceiving design.” In this section,
take a closer look at his argument.

Ratzsch starts off with an observation. He notes many people have experiences where the
belief that x was designemmes over themr happens to therhThe experiences show that acquiring
design beliefs ipassive and experientiahs Ratzsch notes, his line of reasoning is simoathat of
Thomas Reid. Reid argued that in some situatiomgioespecific phenomenological content could
automatically trigger cognitive states. Althoughe tiesulting state follows causally from the
phenomenological content, it does not follow infer@ly. On these occasions, subjects simply find
themselves in a cognitive state. According to Reith experiences result from the way the human
mind is constituted [26].

Ratzsch not only argues that his description isemorine with how most people form design
beliefs, he also suggests that other design argisnpeggy-back on perceiving design. He argues that
inductive design arguments might depend on a nfamantial process to identify base cases of design.
Without being able to identify cases of design,angument by analogy or induction can get off the
ground according to Ratzsch [26]. For example, Yaldesign argument where he concludes that
nature is designed because nature is analogousvédca, appears to depend on perceiving design in
nature. The argument is only plausible becauserealale to intuitively see that the watch is desayn
and because we intuitively see that nature resesribie watch in its complexity. Ratzsch claims
inference to the best explanation arguments (likilét’s fine-tuning argument) might also depend on
perceiving design. Judging that design is the beglanation for a phenomenon requires that a subjec
recognizes some properties of that phenomenodeagn relevan{26]. For example, the precise
alignment of the physical constants in Holder'suangnt is intuitively recognized as a feature that
point towards design Ratzsch himself does not take a strong stancetmther all design arguments
are in the end dependent on perceiving desigreelins as if at least in some cases this is notabe. ¢
Holder draws his conclusion after carefully compgrihe probabilities of both theism and naturalism
given the fine-tuning of physical constants [11fisTgoes well beyond a mere intuitive recognitién o
design or design-like features. Nonetheless, Rlatzsovincingly argues that many people form design
beliefs non-inferentially.

According to Reid, the acquisition of design balief similar to the acquisition of beliefs about
(other and one’s own) minds. He claims that humalnjests acquire beliefs about minds only by
noting their effects and sigfisThe connection between signs or effects and nisdsnply build into
human cognitive architecture. In a similar way, jeats form design beliefs after noting its signsl an
effects. The signs and effects of design includetrivance, order, organization, intent, purpose,
usefulness, adaptation, aptness/fitness of meagrsd® regularity, and beauty [26].

Ratzsch does not discuss whether design beliefddalhaw perceptions of design are justified
or could constitute knowledge. Some of his refegsrto Reid suggest that he does. When he makes the
analogy with acquiring beliefs about minds he gsd®eid as follows: “We are conscious only of the
operations of mind in which they are exerted. Indeeman comes tknow his own mental abilities,
just as heknowsanother man’s, by the effects they produce (...[28] quoted by [26] emphasis
added)’ Reid strongly suggests that perceptions of desam lead to knowledge as well. Ratzsch
guotes: “When we consider attentively the worksature we seelear indicationsof power, wisdom,
and goodness.” ([28] quoted by [26]). Though Redhot as firm here, his use of the term ‘clear
indications’ suggests that the works of nature i®\strong evidence for knowing that a designer
exists.
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3. The Epistemic Status of Design Beliefs

Drawing on Ratzsch, Alvin Plantinga discussed thistemic status of design beliefs formed after
perceiving design in more detilPlantinga argues that design beliefs can constikmowledge
because they are formed in a basic way [22]. Badliefs are beliefs that are not accepted on tkesba
of other beliefs. According to Plantinga, basic beliefs can haveravar(i.e. that quality that makes
true belief knowledge) if it is produced by a cdiy@ process that is properly functioning according

a design plan and is aimed at truth [21].

Plantinga’s theory of warrant is not widely acceptRatzsch and Reid, however, suggest a
more simple way in which design beliefs can beifjest and even constitute knowledge. Both suggest
that design beliefs are justified because theysengdar to how beliefs about minds are formed. &ithb
cases, a subject picks up signs and intuitivelgn®a belief. In the case of minds, the signs wadktty
be external behavior like facial expressions. la tase of design, the signs are apparent order or
complexity. We noted that Reid claims that beli@fout minds can constitute knowledge. Since he
claims that design belief is similar, he therebprsgly suggest that they con constitute knowledge a
well. This line of reasoning is in line with Reidiefense of common senSeReid defends the validity
of common sense judgments. He does not claim thabmmon sense beliefs are justified but argues
that certain common sense principles, which pogéessonsent of many people, should be considered
good ways of forming beliefs. The fact that thesagiples enjoy widespread consent reveals that the
are part of the general human cognitive make-upd Regues that these general common sense
principles provide good evidence for the beliefsytproduce. Reid suggests that the way humans form
beliefs about minds and about design are examglgereeral common sense principles. He thereby
strongly suggests that the beliefs they producgustdied.

My aim below is not to assess whether design ksetiah be justified but to investigate whether
design beliefs (when produced by perceiving destgm) constitute knowledge. A first requirement for
qualifying as knowledge is that a belief is truediscussion of whether there is in fact a desigmer
creator lies beyond the scope of this pdpérwill assume for the sake of the argument thatigte
beliefs are true. A second requirement for knowéetgthat a belief is justified. We noted above tha
design beliefs could be justified in a Reidian feawork. To qualify as knowledge, most contemporary
epistemologists require more than justification.atva true belief requires to qualify as knowledge i
subject of much debate. Some recent proposals dingtiknowledge poses a modal requirement. One
prominent proposal is a safety condition. | disdirss condition in the next section.

4. The Safety Condition for Knowledge

Before we can assess whether design beliefs (dymed by perceiving design) are safe, we need a
clear view of the safety condition for knowledges Dani Rabinowitz noted the basic idea behind the
safety condition for knowledge is: “an agent S keaavtrue proposition P only if S could not easily
have falsely believed P” [25] Being a modal notisafety is cashed out using possible worlds. Aebeli
P is thus safe if there is no close world surrongdhe actual world where P is produced by the same
belief forming process at the same time and fal§éere are thus four factors that remain fixed when
assessing safety: the subject, the belief, the angk the belief-forming process. With these factors
fixed, safety gauges whether the subject arrivésuatbeliefs if other features of the world vafy.

For our purposes, the subject is a person who falesgn beliefs and the time is the moment
after perceiving design. The belief under discusssathe belief that there is a creator. The crecan
be regarded as a God or an intermediary being amaih be regarded as having created the eartle or th
universe. The belief-forming process that needsetbeld fixed perceives design as it was disculsged
Ratzsch. Rabinowitz makes a distinction betweer-firained and course-grained belief-forming
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processes in accounts of safEtyA process is coarse-grained if described genemllproadly and
fine-grained is described in detail. Specifyingailefor a belief-forming process raises a problem
known as ‘the generality problem’ [25]. The geniygbroblem was originally raised against reliadili
epistemologies [4] and states that specifying @aeb&rming process in greater or lesser detail can
affect its reliability. Vision in general can begeeded as a belief-forming process that generatesiyn
true beliefs and hence is reliable. When the pmodsslimited to perception at great distance, it
produces a lot more false beliefs and is unrelialee defender of the safety account, Timothy
Williamson, acknowledges that the safety-condifaces the generality problem [38]The generality
problem can be evaded by being clear about thefdeliming mechanism. When the belief-forming
mechanism is specified as ‘perception at greatdcs’, there is no problem in assessing the safety
beliefs it produces. | will return to this pointloe

In order to assess safety, we thus need to lookatby possible worlds where a subject forms
the belief that there is a creator after notingeorar complexity. For this purpose, | will look skr to
recent scientific study of how people come to lvelie a creator.

5. Psychology of Perceiving Design

To assess the safety of belief in a creator formbkdn people perceive design, | will look at recent
work in psychology and cognitive science. Perceguilesign has been intensely studied by Deborah
Kelemen and her team. In this section, | will gareoverview of her and related work

Deborah Kelemen argued that children are pronertisvaromiscuous teleology’. She and her
team observed that children are prone to give lefgal explanations for phenomena where teleology
is absent [12], [13]. In a first study, children neeshown photographs of living things, non-living
things and artifacts. When they were asked whathimg was ‘for’, whilst explicitly being given the
option to answer that they were ‘for’ nothing, titepded to assign functions to all things, whethey
really were ‘for something’ or not. For exampldjan was reported to be ‘for visiting in the zoaich
clouds were ‘for raining’. Adults who were subjettéo a similar experiment did not show this
tendency. In a second study, children were askedliing was ‘made for’ something. Children again
showed a stronger tendency to answer that thinge wede for something than adults. In a third
study, children and adults were given a choice betwfour categories of answers to questions of how
something came to be, ‘one time accident’, ‘frequatident’, ‘one time intentional’ and ‘frequent
intentional.” Here, children were keener to givéemntional answers than adults. Kelemen concluded
that children are promiscuously teleological ant seectively teleological like adults [12]. Maregéar
Evans reported findings, which support the clairat tbhildren of both religious and non-religious
households display a bias towards intentional atisoof how species originate [8].

The studies mentioned above only attribute pronagsiteleology to young children. Kelemen
and her team also found support for the idea tmamscuous teleology does not disappear in
adulthood but rather goes dormant and continug@datpan implicit role. Especially when adults were
asked to answer similar questions like the childnegarlier experiments under time pressure thegwe
more error-prone and also showed a preference tswhaieological explanations [14]. A study
conducted on Romani subjects, with little or n@stfic training, showed that they were more lik&y
endorse purpose-based explanations of non-livingties [2]. Kelemen suggested that science
education causes teleological reasoning to recedentt completely vanish [14]. Adults seem to
abandon teleological explanations when they lealnsfic, material explanations for the phenomena
under investigation. The intuitions, however, remaihich suggests that for phenomena for which
there is no scientific, material explanation adulit still tend to give teleological explanations.

A study on patients with Alzheimer's disease sufsgpdine view that the restriction of teleological
explanations in adulthood is fragile. The patiemtsre given a choice between mechanistic and
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teleological explanations and preferred the laffée tendency towards teleological explanations thu
appears to recede when children acquire beliefatahe causal mechanisms of what was perceived as
designed. However, if knowledge of causal mechasisnaffected by Alzheimer’s disease, people slip
back in systematically and promiscuously prefertalgological explanations [15].

Kelemen’s research provides sufficient reasonhitiktthat people frequently err when judging
that something is designed. It strongly suggesis pkople are prone to form false beliefs thatgin
or beings are designed for some purpose.

All of this raises the question why people are prém form design beliefs. Kelemen does not
address this question. Stewart Guthrie argues gbaing teleology could be a by-product of the
detection of intentional agents. Seeing goal oagon is one of the best cues for detecting agents.
Since detecting agents is very important for swavifthey might be predators), it is evolutionary
beneficial to detect too many agents than too #&sva result forming beliefs about agents when none
are around is adaptive. Since seeing goal oriemaind teleology is a clear indicator of agency it
could thus also aid survival to see too much telgpl10]. Having a clear idea about the evolutignar
function could help in assessing the safety of giedieliefs. If promiscuous teleology served an
evolutionary function, it is likely that people Whave it in more nearby worlds. There would thes b
more nearby worlds in which people will have thmeaelief-forming mechanism.

6. Islt Safe?

Having a better view of the belief-forming procdsshind perceiving design, we can now assess
whether beliefs produced by perceiving design afe.sThe research by Kelemen and her team
strongly suggest that design beliefs formed in tay are not safe. It shows that people easily make
mistakes when judging that something is designed.

We are not concerned with the safety of all desiginefs. Design arguments, like the argument
by Ratzsch, argue for the existence of a creatat. ®¢hile conclusions of other design arguments (for
example that a watch is designed) might be saféll largue that this belief is not. | will clarifyny
argument with the following example:

Alvin walks through a national park. While walkinige sees the beauty of the nature around
him. He also sees how many plants show very comgileictures and how animals have traits that are
well adapted to their environment. After noting afl this, he forms the belief that nature (with all
plants and animals included) is designed by God.

Alvin forms the belief that God designed natures WBelief is produced by the process we
discussed in section 2. His belief can be trueotr Ifihis belief is false, his belief is evidentipt safe.
If his belief is true and nature is in fact desidmy God, his belief is safe if, and only if, hewe not
have falsely believed so in most nearby worldapipears, however, that he would have done so since
there are nearby worlds where nature was not dedigy God and where the belief-forming process
will still produce the belief that God designedurat One such nearby world is a world where nature,
with all its complexities, arose by strictly natiisaic means. Let us call this world ‘world X'. Son
Blackburn describes such a world:

Science teaches that the cosmos is some fiftedinnbiears old, almost unimaginably
huge, and governed by natural laws that will comisekxtinction in some billions more
years, although long before that the Earth andstther system will have been destroyed by
the heat death of the sun. Human beings occupwyfamtésimally small fraction of space
and time, on the edge of one galaxy among a hurthimdand million or so galaxies. We
evolved only because of a number of cosmic accglantluding the extinction of the
dinosaurs some sixty-five million years ago. Natsinews us no particular favors: we get
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parasites and diseases and we die, and we ardl timtanice to each other. True, we are
moderately clever, but our efforts to use our ligehce to make things better for ourselves
quite often backfire, and they may do so spectaguia the near future, from some
combination of manmade military, environmentalgenetic disasters [1, p. 29].

Blackburn claims that his description matches ttiga world. To assess the safety we assume that
Alvin’s belief is true and thus that Blackburn’ssdeption is false. If we assume that there is @ Go
who designed nature, world X is at least possildliedal reasoning over God’s existence suffers from
well-known problems because God is often considereécessary being. Necessary existence entails
that God exists in every possible world, if he &¢ighis need not be a problem for us. Even if God
exists (which we assumed here), it is not necessagythat God designed nature. There is thus a
possible world in which God exists and nature afos@ strictly naturalistic processes like desatibe
by Blackburn. In that world (or those worlds) Godultl even still have fine-tuned the physical
constants. All we need is the possibility of a wlonthere God did not design nature on earth as Alvin
believed.

An obvious counterargument is that world X is famoved from the actual world (still
assuming that in the actual world nature was desidry God). World X would differ greatly because
in it all of nature arose gradually by cosmic aecitd and naturalistic evolution while in the actual
world nature arose through an act of design by Gaginst this counterargument | argue that both
worlds are not far apart. Today many theists acttepDarwinian theory of evolution and accept that
can explain order in nature. They usually accept the theory is naturalistic and can thus explain
order in nature without any reference to Gbdhey add to the naturalistic theory that God is th
structuring cause of evolution. The only differermmween world X and a world where God is the
structuring cause of evolution is what drove thelatwonary process. In world X, evolution is driven
by coincidences and in the other world by God.

Since only one factor needs to be different betwberworld Alvin inhabits and world x, there
are many nearby possible worlds to Alvin’s where lielief is false. It is therefore clear that hedidf
is not safe.

7. Criticisms

Jeroen de Ridder argues that there is no neartsjig@svorld in which perceiving design will produce
false beliefs in cases like Alvin’'s. He writes:

Classical theists (...) hold that there wouldn’t evsave been a universe, let alone evolved
intelligent life, were it not for God’s creatingdsustaining activity. Moreover, proponents
of design discourse are also unlikely to grantrifee specific assumption that unguided
evolution will lead to anything like intelligent lmgs such as humans. So someone who
wants to employ the above line of reasoning to sttat there is an undercutting defeater
for design beliefs faces the burden of arguing timgfuided evolution could produce human
beings and, even worse, the burden of arguingahmturalistic account of the origins of
the universe is plausible. Such claims are typycadken for granted by staunch
evolutionists and naturalists, but it should beacléhat assuming them in the current
discussion about the epistemic status of desigefediegs the question [5].

Like we did, De Ridder’s counterargument assumasttiere is a designer who designed nature. With
this in mind, his claim implies that there is nari®y world with human beings that was not designed
by God. We noted above that many theists acceptD@awvinian processes can produce nature that is
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complex and seems ordered without the need fos@ler like God. Being theists, they add that God
is the structuring cause of evolution and therefdoenot claim that nature arose by naturalistic
processes alone in the actual world. Since thepaeledge that evolution can occur naturalistically,
they admit that nature with order and intelligeattan beings without God as their causes is possible
Claiming that such a world gossibledoes not beg the question against the epistemtigssof design
beliefs. It would beg the question if one claimattbuch a world isctual Contrary to De Ridder, it
also seems that many proponents of design discowoskl acknowledge that unguided evolutiam
produce intelligent beings like humans. Evolutignbiologists argue that the human brain gradually
increased in size over millions of years wherebgnans became more intelligent. An explanation of
how human intelligence arose in terms of gradualwgion of their brains does not refer to God or
anything supernatural and is therefore also nastical

Another criticism De Ridder suggests is that wek laafficient data on which inputs lead to
design beliefs and how design beliefs are proddiédcould be argued that we lack a clear view of
perceiving design and can therefore not assesshesietwill produce false beliefs in nearby worlds.
The criticism has no force if we restrict the ramjeossible worlds for assessing safety to wolds
which the subject, her belief-forming process, #mel input that leads to the belief in question. (i.e
beauty and complexity in nature) remain fixed. \@énsufficient data to claim that in most of these
worlds, the subject will form design beliefs afsseing beauty and complexity. It seems as if people
will often form design beliefs if the perceived hgaand complexity were not caused by supernatural
design.

8. Concluding Remarks

In this paper | argued that many design beliefsnatesafe. | argued that recent scientific studywsh
that people easily come to hold false design keli€his implies that belief in a creator God fornied
a non-inferential way is not safe because thereraey nearby worlds in which people will falsely
believe that God designed nature.

We noted in section 2 that Ratzsch suggests thaty dasign arguments depend on non-
inferentially perceiving design. If this is the eashese arguments might lose some of their fdrce i
perceiving design is unsafe. | raised doubts whetiiedesign arguments indeed depend on non-
inferentially perceiving design. My conclusion segts that the more arguments depend on non-
inferentially perceiving design, the more they tamted by the unsafety of design beliefs that are
formed in this way. More complex design argumeliks, some versions of the fine-tuning argument,
will likely not be harmed. More intuitive argumentike William Paley’s analogical argument, will
likely be harmed more.

My argument has important ramifications for manynoaon sense design beliefs. It is very
likely that many common people form their beliedttthere is a designer God in a non-inferential way
as described by Ratzsch. My argument shows thatiékefs do not constitute knowledge. Subjects in
this situation can still bolster their design bisliBy looking for additional evidence or reasons.
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Notes

1. Design arguments are sometimes called ‘teleologicaiments.’

2. According to Ratzsch’s line of reasoning, it islgematic to call it an ‘argument.’ Elsewhere, Ral?s line of
reasoning is ranked under the teleological argusn@]. | will refer to it as an argument as well.

3. Ratzsch provides examples of such experiencestfiemritings of notable sceintists like Charles Wiarand Francis
Crick.

4. Ratzsch refers to Thomas Reid’s baoguiry into the human minf28].

5. Ratzsch gives William Dembski’'s argument as exarffileHe notes that Dembski writes that identifyjatterns and
information for eliminating chance needdsight Dembski adds that the logic of discovery at wiorkhis insight is largely
a mystery. Ratzsch suggests that the way peopbeiperdesign could explain this mystery [26].

6. According to Ratzsch, Reid even claims subj&ntsvminds through their effects and signs [26]. | retto this point
below

7. Other quotes of Reid also strongly suggest thatgieging design can lead to knowledge of design @ling to Ratzsch.
He writes: “How do knowthat any man of my acquaintance has understandirigsee only certain effects, which my
judgment leads me to conclude to be marks and so&kit.” ([28] quoted by [26] emphasis added).

8. Plantinga uses the term ‘design discourse’ instéggerceiving design.’ For reasons of clarity euRatzsch’s term.

9. Plantinga famously argues that belief in God cdndch proper basic belief. He argues here tharieriter proper
basicality are inductive. He claims they shoulddrgued to and tested by a relevant set of exarh[263

10. Ryan Nichols and Gideon Yaffe give a good overvigWwhomas Reid’s philosophy and hiw view of comnsamse
[16]. My discussion of Reid’s views on common seissdrawn from their overview.

11. As we noted above, defenders of design argumegie dhat there is a designer. Others argue teet ik no designer
(see for example: [17], [19]).

12. Influential versions of the safety conditon forokviedge have been defended by Ernest Sosa [9],thinWilliamson
[29], [24]. My discussion of the safety conditiankiased on Dani Rabinowitz overview [25]. | do distuss problems for
the safety account, see: [25], [3] and proceed thg iaccount is true.

13. Greco and Williamson do not explicitly stress thatassessment of safety requires looking at neaoblgls where the
belief is produce by the same belief-forming precé&gitchard does when he writes: “S’s belief i $and only if in most
nearby possible worlds in which S continues to folen belief about the target propositiorthe same wags in the actual
world, and in all very close nearby possible woitdevhich S continues to form her belief about tduget proposition in
the same way as in the actual world, the beliefinaes to be true” [23].

14. Rabinowitz uses the term ‘method’ instead of ‘dleforming process.’ [25].

15. Rabinowitz also makes a distinction between irdeamd external belief-forming processes. Processemternal
when they are wholly dependent on the subject’stitmtion; they are external when they are nob hdt discuss the
distinction at length since the process under disiom, perceiving design, is obviously externale phocess refers to
apparent order or complexity that is perceivedessgh. This factor is clearly external to the sabje

16. It should be noted that Williamson does not araligaowledge’ in terms of safety. He does dischesdafety
condition at length.

17. A minority rejects this idea and claims that satoeplexities require reference to a designer. Tp@sition is known
as ‘intelligent design’ (see for example [6]).

18. De Ridder writes: “[W]e don’t know exactly whichguts produce design beliefs as outputs or how

inputs are converted into outputs” [5].
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Abstract

Novels and thought experiments can be pathways iffereht kinds of
knowledge. We may, however, be hard pressed toegagtly what can be
learned from novels but not from thought experiraerteadway on this matter
can be made by spelling out their respective canditfor epistemic failure.
Thought experiments fail in their epistemic role emhthey neither yield
propositional knowledge nor contribute to an argoin€hey are largely in the
business of ‘knowing that’. Novels, on the othendhaan be an epistemic
success by yielding ‘knowledge how’. They can hakp to improve our
competences.

Keywords thought experiments, knowing how, knowing thatmog#ion,
impoverished narratives

Novels and thought experiments, or at least gostantes of both are exercises of the imagination.
Often (but not always) they are also fictional, atwing counterfactual (imagined) rather than
realized, circumstances. Both may escape the chargentasy by helping us to attend to real
features of the world. My concern here will be tave at a rough story about what separates the
two. Beyond saying that | am using ‘thought experts’ to refer to impoverished narratives
(rather than novels), | have no provisional deifimitto offer detailing what a thought experiment is
Nor is such a definition necessary in order to sayething of interest about thought experiments.
None of the available definitions look particulagyomising. To say that thought experiments are
experimental marks no obvious boundary, given thabd novels are also in some sense
experimental. Marking the distinction by appeahtm-execution is no more successful. If we can
make sense of thought experiments as experimetitswtiexecution (Sorenson’s position) then we
can probably do the same for novels.

We may even wonder if there is any point in magkan boundary here at all, especially
when there is a senses of ‘thought experimentsitiich some novels could qualifyTo be a
thought experiment in the relevant, less restricteehse just is to be an appeal to some
counterfactual circumstance in order to exploré@nidelp to answer a question. Obvious examples
of novels that are experimental in this sense wdddmost of the works of Dostoevsky and
existentialist novels exploring the relation betwdéeedom and anxiety. Other examples of novels
that might count as thought experiments in thi@lreense are works of science fiction whvenet
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if? questions about physics, time travel and freeadl central to the plotline. Some of the works if
Stephen Baxter would qualify. A final and more wmlsexample of novelistic thought experiment
is David Lodge’sThinks unusual because thought experiments from Alamgudohn Searle and
Frank Jackson figure directly within the text. Mery idea of thought experimentation is central to
the narrative.

| do not intend to dispute the claim of such tastde thought experiments in some sense,
but it is just not the sense that interests me.hiergtead, | will be concerned with thought
experiments in a familiar but more restricted sewbk&h requires that they are puzzle-like and
brief. Here, it is their brevity that will princilg be my concern. Thought experiments (in the
relevant restricted sense) consider some speaignasio and only that scenario, with minor
allowances for presentation. As in formal argumenising at deductive validity and soundness,
the procedure when constructing thought experimisnis allow for some elegance of formulation
while avoiding excess of detail. The reader isiimied of the salient facts but they are informed of
little else. Engaging in thought experimentationtto$ sort is a characteristic part of certain kiod
science (such as physics of a very theoretica) smd also of analytic philosophy although both
disciplines have skeptics about their methodoldgiaue. In the absence of any provisional
definition, an example of this type of thought esipent may serve as a clarification of the kind of
impoverished narrative that | have in mind:

Crusher and flusher: You enter a room, at one end of the room is adiared loaded
baby crusher, rather like a small textile press, @rthe other end of the room is a timed
and loaded embryo flusher. You have, and are ashraving, enough time to race
over and switch off one device but not both. Thesher threatens a single infant, but
the flusher threatens several embryos. What woolddp?

This is a question that may have a serious pouttthmat does not make it a serious question. We
would all rescue the baby on pain of moral idioggsg and gross moral failure. And we would do
So just so long as the given informatioralisthat we have to go on. This thought experimens ase
briefly described scenario (an impoverished nareatio help us recognize an intuition about what
we value most. It is, in Daniel Dennett's famillzut rather awkward terms an ‘intuition pump’ [5].
It helps bring to the surface or otherwise to altite a conviction that we may not previously have
recognized ourselves to have. Such articulationbeaa philosophically significant activity.

More ambitiously, it may be claimed that the abowasher-and-flusher experiment is (or
contributes to) a concealed argument, with an icotplconclusion and one or more hidden
premises. Someone who claims that each and every indiviluaian embryo has tteamevalue
as each and every individual post-natal human,umming through the above brief narrative and
taking on board its significance, might discoveattthere is something askew with their viewpoint
or at least with an unqualified statement of ite Tdoncealed argument in this particular instanse ha
the structure of aeductio (absurd consequences follow from a given set eimpse$ but my case
does not require commitment to the view that thgaiarent concealed within the narrative of a TE
must always have this structure.

To say that novels are also counterfactual exptoratis not to say that they must be in some sense
arbitrary, or must lack anything approximating to iaternal necessity where all the events are
required by the narrative. As explorations of counterfactticumstances, novels may even seem
to have the edge over impoverished narratives efsirt involved in thought experimentation.
What | have to say will aim to show one respectwinich philosophical appeals to thought
experiments are methodologically weaker than nosal$ not just methodologically distinct. My
choice of the terminology of ‘impoverished’ expressan acceptance that there is indeed a deficit.
Martha Nussbaum, who has the works of Proust amahyH&ames in mind as members of the
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relevant contrast class, tries to cash out justtwia deficit is by listing the failings of whahe
calls “schematic philosophers’ examples.” Their ifations contrast with the success-making
features of good novels:

They almost always lack the particularity, the aretappeal, the absorbing
plottedness, the variety and indeterminacy, of gioein; they lack too, good fiction’s
way of making the reader a participant and friendf. the examples do have these
features, they will, themselves, be works of litera [13, p. 46].

Although she allows elsewhere that novetsr bethought experiments | will take it that what
Nussbaum means by “Schematic philosophers’ examplds overlap with what | mean by
thought experiments in the relevant, puzzling amwbdverished narrative senseOne of
Nussbaum’s points strikes home particularly welle Wlo not, or do not normally respond
emotionally to thought experiments in the way thet do to novels and to literary fiction in
general. There is no parallel to the paradox dfdirc (the arousal of emotions about non-events)
that needs to be dealt with. In the crusher-ansh#u case, life and its destruction are suppossdly
issue, just as they are in novels where charatees decisions about abortion. But anyone who
reacted with fear, sympathy or pity that was alibig particular counterfactual case (and not just
causally connected to it) would have to be in aupac delusional state. We can offer partial
explanations of just why we experience emotionsgesponse to novelistic (and other sorts of)
fiction, but the same does not usually seem toyajgpthought experiments.

It is conceivable that someone might think this amlvantage, i.e. they might hold that
thought experiments are in some sense less proneduoe false emotionally-swayed appraisals of
what there is. However, with Nussbaum, we may @eshmore plausibly) be inclined to regard it
as a genuine deficit, at least in cases where tiioegperiments concern moral responsiveness
rather than issues of physics. If one holds to gnitive account of the emotions, whereby they
involve beliefs or a belief-like construal of howirigs stand with humans, this absence of an
emotional response may indicate that something at@e is lacking in thought experiments. If
they do not induce emotional responses then itdditde the scenarios that they involve cannot be
realistic enoughor else that they may be sufficiently realistid somehow they still manage to
induce emotional oversight.

Nussbaum adds a further interesting wrinkle ts fhicture to the effect that at least some
schematic philosophers’ examplesy have enough of the relevant features to count @&snof
literature (in the relevant restricted sense ofrkgoof literary fiction’) and presumably this would
include their having some sort of emotive standimgsupport of this claim she footnotes Iris
Murdoch’s use of examples the Sovereignty of Godd3, p. 46, n. 84]. | will take it that she has
Murdoch’s case of D and M in mind. (Nothing elséMardoch’sSovereigntyits the bill.)

The Case of D&M

A mother, who | shall call M, feels hostility to h@aughter-in-law, whom | shall call D.
M finds D quite a good-hearted girl, but while nstactly common yet certainly
unpolished and lacking in dignity and refinementisbinclined to be pert and familiar,
insufficiently ceremonious, brusque, sometimes tpady rude, always tiresomely
juvenile. M does not like D’s accent or the way Eesbtes. M feels that her son has
married beneath him. Let us assume for the purpokése example that the mother,
who is a very ‘correct’ person, behaves beautiftdlythe girl throughout...Thus much
for M’s first thoughts about D. Time passes, ancbild be that M settles down with a
hardened sense of grievance and a fixed pictut2. oHowever, the M of the example
is an intelligent and well-intentioned person, dadpaof self criticism, capable of giving
careful and jushttentionto an object which confronts her. M tells hersédlfam old-
fashioned and conventional. | may be prejudiced aadow-minded. | may be
snobbish, | am certainly jealous. Let me look aga#ere | assume that M observes D
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or at least reflects deliberatively about D, ugtidually her vision of D alters...And as
| say, ex hypothesiM’s outward behaviour, beautiful from the stamt,no way alters
[11, pp. 16-17].

This thought experiment can help the reader taw@deie or recognize the intuition that we can be
active in a morally praiseworthy manner without &gigg in publicly-observable behavior. Inner
and morally significant events may stand in no n&fegh outer criterion. D&M also succeeds in the
more generous terms that Nussbaum allows. It isn@overished narrative of a sort that could be
enriched and worked into the plotline of a noveldded there is one Murdoch nov8rgno’s
Drean) in which a reworked version of the scenario do@spen to be played ouBut even were
this not to be the case, D&M already looks like@knof literature in miniature.

Moreover, while sympathy or compassion would b@pmapriate responses to crusher-and-
flusher, it is notobviouslythe case that we can say the same about D&M. ilttédligible that
someone who has considered and weighed-up the éxawvgr several years might at least believe
themselves to experience a mild degree of sympathgompassion for M. And while we might
guestion whether their first-person report was eatey) and whether the compassion or sympathy, if
present, wasbout M rather than about non-fictional persons in samipredicaments, we could
equally well do the same in the case of any ematioesponse claimed by the reader of a novel
[20, pp. 9-10].

Accordingly, when it comes to inducing an emotioresponse, Nussbaum seems to have
good reason to avoid over-generalizing and to allhat some schematic philosophers’
examples/thought experiments might make it intditeeary fold. D & M looks very different from
crusher-and-flusher, less impoverished and morelilamWe can see how it could be embedded
within a background of normal life and this is jugihat we cannot do in the crusher-and-flusher
case. It is a scenario that isolates itself offrfrthe normal, richly detailed background of our
world, the detail that might legitimate an emotionasponse. In that sense it is analogous to
experimentation under isolated laboratory cond#ion

However, while we might at least entertain theaidbat suitably constructed thought
experiments can induce an emotional response malaational agents, and that this response can
be in keeping with the rational character of thagents, it would be odd if thought experiments
were to expand the emotional repertoire of sucmtzge any direct manner. And this is something
that novels seem to be capable of doing [14, pp-ZZ¥]. Someone who lacked compassion could
begin to grow through their encounter with literaharacters, through their becoming famifiar
the first timewith the kind of joined-up narrative on which so chuof the experience of
compassion depends. It is a familiar point madebbth Nussbaum and Murdoch that when
encountering characters in novels we take the tmnattend that we often do not take with the
individuals that we encounter in everyday life. §imay be, in part, because of the differences
between novels and everyday life: it is easieru®to attend when there is less at stake and when
the overall experience is likely to be enjoyablat Biis is often how we learn, in the easier contex
first.

Be that as it may, whatever the limits of the casgion between attending to a character in
a novel and attending to a non-fictional other,eis\still seem to make possible the cultivatiom of
new pattern of emotional response through plaient disclosing of details that we would
ordinarily, impatiently or inattentively overlookAllowing for the possibility of some rare
exceptions, even a thought experiment such as D &a\dl provides scope for genuine emotional
response, is likely to do so by drawing upon arsteng pattern of emotional response and an
existing repertoire of emotions, rather than byasdging our repertoire or by otherwise altering our
pattern of response.

This is a difference that | take to hold in mosseson the wholeor generally speakinglt is not
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itself the loose boundary marker that | want toati¢ but it may be symptomatic of the fact tha it
appropriate to place some boundary marker betwegalf and thought experiments. The marker
itself will be set down as follows. Novels and thgbti experiments, or rather good instances of
either, can play an educative i.e. knowledge-geimgraole. But in the case of novels what we learn
can becompetences or skilfer encountering the other, and this is somethatgar different from
the propositional knowledge that both thought expents and novels can help us to acquire.

The difference may perhaps be better apprecidtedei reflect upon the respective
conditions for epistemic failure of the two kindsnarrative. In the case of thought experiments the
conditions for epistemic failure are, up to a pptlear cut. A thought experiment fails when it
neither helps to articulate some intuition nor fimts as a concealed argument (or as a contribution
to such an argument). And to say this much is tdkemia clear that thought experiments are
primarily concerned withknowing thatsomething is the case. Moreover, thisowledge that
usually concerns something general. In@ just relevant to the peculiar circumstances that t
experiment happens to specifyVe are not ultimately concerned know thatin the crusher-and-
flusher scenario we would do or ought to do onaghather than another. We are concerned to
know thaton pain of moral idiosyncrasy we value or ought&tue individual infants more than
collections of individual embryos and that we sldoatt accordingly.

My point here is that thought experiments in ma@itexts, but not only in moral contexts,
can allow us to make rule-like generalizations. Ani this generality that helps to explain why
those who stress the importance of the particalgai( Martha Nussbaum, Cora Diamond and Iris
Murdoch) together with those who reject guidancenbgral principles (particularists such as
Jonathan Dancy) are also critics of appeals torsakie thought experiments in moral contexts [3].
As a first approximation we can say that when augind experiment does not function as, or
contribute to, a concealed argumenrtd fails to yield (i.e. to promote our identificatioand
acceptance of) some appropriate generalizing pitiost is an epistemic failure. And here we
need not require that the thought experiment yielthat its author claims that it yields. An
experiment that fails to show what its author ckii not thereby automatically a failure but if it
fails to contribute t@ny argument or to yielény appropriate generalizing proposition thersian
epistemic failure.

As a slightly modified version of the above claire wight allow that thought experiments
sometimes help us to learn new concepts or toeeiisting concepts rather than, or as well as,
helping us to acquirknowledge thatAccording to Kuhn some thought experiments do yneid
propositional knowledge but help to generate agigma shift involving some form of conceptual
change or refinementThis may be a rare matter, but | see no reasderty that something of this
sort may from time to time occur. If we accept thasd accept that conceptual acquisition or
refinement can count as knowledge acquisition, txenaccount of the conditions for epistemic
failure will take the form of a conjunction. Wheaghought experiment is not a concealed argument
or a contribution to such an argumamtd where it also fails to pump out or give reasondome
appropriate generalizing propositiand has no disposition or tendency to improve our ephaal
repertoirethenit is an epistemic failure. And while it might @@ed in some other way, for example
as a source of amusement or as a good way to mwse time on a train, it is not a succassa
thought experiment

If we assume that novels play educativerole they too must have conditions for epistemic
success and failure. But these conditions are ingilg a matter of failing to yield or contribute to
knowledge thatindeed, a good novel by an analytic philosoplievé¢ can stretch our imaginations
far enough to allow for such a possibility) mighglibe one in which the author looses sight of her
usual concern to sharpen up intuitions and to geaeesound or valid arguments. Novelistic success
for such a remarkable being might come at the poicéailing to deliver just what a thought
experiment must usually deliver if it is to be @sessful thought experiment.

Nevertheless, as they are works of the imaginatiomels which fail comprehensively from
an epistemic point of view, which fail in any impamt sense to help the reader attend to real
features of the worldare works of sheer fantasy. (Here | use ‘fantasyd way that contrasts with
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imagination and is different from its use in theelsing classification ‘fantasy literature’). Good
novels open up possibilities of knowledge, but wftieis knowledge of a different sort from that
promoted by consideration of a thought experimgotnetimes, and perhaps often, these two kinds
of narrative are not rival pathways to the samaghit would, for example, be odd under many
circumstances to turn to a novel to gain certamd&iof non-trivialknowledge thatWe might of
course, turn to a novel to get trivial knowledgeknowledge concerning the novel itself. Someone
might have toget up to speedn a particular text for a lecture or exam, or fgpesetting or
statistical purposes they might want to know thacexiumber of times the letter ‘q’ is used in a
text. But setting aside such matters, novels aresgestematically in the business of making
available this kind oknowing that If we want toknow thatutilitarianism involves claims x and y
we might turn to DickensHard Times but we would not usually do so. Nor would we dlgua
recommend this procedure to others. Perhaps mareriemtly, we could not defensibly say that it
was the kind of novel from which we can learn nieghof philosophical importance if its account of
utilitarianism happens to be skewed or otherwisgharitable (which it is).

This is not to say that we can never gamowledge thafrom novels but rather to say that
acquisition of this kind of knowledge is often sdameg of a bonus. If we want tkknow thatsuch
and such an event happened at the battle of Aiistert would not normally turn to Tolstoy, but
we might turn to the death of Petya RostoWWar and Peacer to lvan Ilychif we want toknow
that encountering death can involve experiences of spangcular kind. And her&nowing that
and conceptual acquisition or refinement may godhianhand. We may learn something about
what grief involves by reading the novels in gquastiAnd it may even be that conceptual
refinement is a regular part of reading novelsh# best sort in a way that is not the case for
thought experimentation. Nevertheless, we can gpjately regard a novel as an epistemic success
without making any appeals kmowledge thabr to conceptual acquisition and refinement. Ewen
we come away with no new information, no new pragpmsal attitudes, or with no deeper
understanding of some concept, we may still Haaenedsomething.

What | want to suggest is that the other sort aividledge made available by novels is the
same type of knowledge thatay arguably be gleaned from the most interesting wgistexts.
They may contain all sorts of literal falsehoodsb&uities and occasional nonsense, but some of
those who study such texts do seem to be unust@iipetent humans and do seem to have learned
something. Although, here we might wonder if th@mpetences are in part the result of reading
the texts or if they diligently read the texts hesza of competences that they already possess. (I
make this claim only as a way of putting matteed thill clarify matters for some readers.)

A similar claim about the acquisition of competesigegerhaps a less controversial one, but
still controversial up to a point, may be madesitation to texts by DerridaOnce we have a grasp
of the big themes that are repeatedly worked upwh raay be set out more or less lucidly in
propositional form, we can still learn somethingeefrom such texts but we might be hard pressed
to say exactlywhat we learn. | want to suggest that in such cased wkacan gain, or what the
attentive diligent reader can gain,kisowledge howby contrast with familiar forms dénowledge
that

Reading a mystical tract, or Derrida (and these aativities may sometimes be one and the
same)can help to teach us how to encounter uncertaintyiageterminacy with fresh eyes. That is
to say, it can improve the quality of our practicashson with the latter understood in a sufficientl
rich sense and not reduced to an ability to terteirrguments with actions. We can gain
knowledgeof howto cope with, how to realistically encounter teaot experience that do not offer
themselves up with clear signposts or assemblyuctsbns. Similarly, and here | make a familiar
point that is associated at least with NussbaumMimdioch, both the authoring and the reading of
novels involves a succession of exercises of attenthe reading of good novels can educate us in
how to attendto the particularity of what is othehow to do so patiently and justly. If we are
unwilling to engage with characters who are in sam&pect unattractive we will not get the
enjoyment that we otherwise would from the readixgerience. A good novel is one that may
involve moral ambiguity so that we cannot just ptely boo the villains andcheerthe heroes. It
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may also require that the characters have genuangcplarity and are more than recognizable
stereotypes for some or other character trait&idr flaw®

Here, as opposed to the case of Derrida’s texesevan instructive mysticism is in play, we
are clearly in territory where the gain in knowledg of a morally relevant sort. It ksvowledge
how of a sort that may figure in moral education. Atteng patiently to flawed individuals (and we
are all flawed individuals) isot something that we ordinarily do well, or that Wwew howto do
by default. Toknow howto do this is an epistemic accomplishment thatosan ordinary part of
our socialization. Moreover, learning to respongacticularity is itself, in one sense, also a gahe
competence, something that can be carried fronat®tu to situation. And in this respect we may
be said to learn something of general applicabitityhe case of diligently reading novels, just as
we learn something general (often of a differemt)doom a thought experiment. In the one case we
may acquire a general principle and in the othgereerally applicable skill.

To state matters in a more concrete manner cangidefollowing situation. A teenager is
given a copy of DickensLittle Dorrit and that this is their first big book. They mightnee to
admire the supply of patience that the little se¢eess Amy Dorrit appears to have. They might
come to learn the general lessiiat patience is or can be a very admirable thing #&ad it is
required if we are to do justice by the other. Heere this is not at all the same as actually
becoming more patient as a result of reading thekb¥et the latter is also a possibilitlyittle
Dorrit is, after all, a substantial volume and a good déadhe detail is not strictly helpful to the
plot. To get through it the teenager may have toreéflly stick at itand not give up. And it is in
the application of this effort that they may leémnbecome more patient and also learn to self-trust
with regard to seeing things through to the endw&d as this, there is a sense in which such a
reader may also enrich their grasp of what patiengelves. And these epistemic gains are
different from learninghat patience is or can be admirable. Indeed, the gaigbt equally well
might be made by reading a large and challenginglna which patience does not figure directly
as a theme. But to say this is not to claim tHahg novel cannot fail to cultivate patience. Wiesth
it does so or not will depend, in part, upon ittngesufficiently engaging to give the reader some
reason to keep going. (Generations of readers happened to findlittle Dorrit engaging in the
relevant manner. ProustBecherchewould be an extreme example of patience cultivated
rewarded.) And so, there may be an intimate comredbetween novelistic content and the
potential of any novel to help the reader acquireviiedge how.

V.

The above goes some way towards giving an accduwhat it is that good novels do and that
thought experiments do not do. Literature helpsmprove the quality of our practical reason and
this gives some justification (if justification weeever needed) for the claim that philosopherstor
least moral philosophers, ought to read and enghtesophically with novels as a regular part of
their philosophical practice. However, | have sptthis contrast between novels and thought
experiments by appeal tokmowing how/knowing thatistinction which may seem vulnerable to
familiar suspicions concerning overly-clean andacleut distinctions. This suspicion is at work, for
example, when Iris Murdoch writes against a denfangrecision where a tolerance for ambiguity
may be less misleading [10]. Derrida writes inraikdir, but more systematic vein, about the danger
of shoring-up implausibly hygienic binary contrastsa familiar and problematic sort, the sort that
privilege one side of the contrast but then coyegly upon the other side [6, pp. 41-42].

Here, | think that we can make a move that HiRwgnam favors and highlight a difference
between what we may call ‘dichotomies’ and what mvay call ‘distinctions™® Dichotomies
purport to have complete generality. They may Hidoout across an entire field of enquiry.
Distinctions claim no such dominion. They allow farrole to be played by classifying cases as
instances ofthis or that but they also allow that there will be blurringsome or even many cases.
And the contrast between distinctions and dichoésnmhay itself be of this sort. | will take it that
what the Derridean critique legitimately targetsigesd dichotomies, and that rejection of thesesdoe
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not entail rejection of the distinctions that apfady the most paror onlyup to a point In line with
this, my appeal to &nowing howknowing thatdistinction is not a suitable target for a Derade
critique.

Moreover, insofar as there is a problem of privilggone side of the contrast, it is the
danger of privilegingnowing that* Instead, | am trying to affirm the distinctive rmbimportance
(which is not to say greater importance) of thedkaf knowing howthat novels can help us to
cultivate. Indeed, when we think about morality,ileht may be the case (as Murdoch’s D&M
example suggests) that actions are not all thatensait is nonetheless still the case that actams
matter a great deal. Practical wisdom and competamperform, both of which involvenowledge
how, is not, from a moral point of view second rate.

With the distinction still available, and witnowledge hovaccorded appropriate standing,
we can cash out one important feature of the cehtvatween thought experiments and novels.
Thought experiments are (generally) geared to tioelyztion of propositional knowledge while
novels, may yielcknowledge thabut they are also effective in the productiorknbwledge how
where the latter is to be understood as knowledge practical sort that happens to fit novels
particularly well to the task of moral education.

A qualification here concerns one area of the agenvhere both kinds of narrative assist us
in the refinement of our concepts. We might wonaleout just what it is to gaiknowledge how
and if it is anything other than a form of conceptunowledge. If it reduces to the latter then
insofar as thought experiments are regularly capablkonceptual refinement there will be a kind
of knowledge howhat they will also be regularly capable of prongl But such a reduction does
not look attractive. The following may be said agiit: if | learn how to encounter others more
realistically through the reading of novels, oraimy other way, then | am, in a sense refining my
grasp of what it is to be human and perhaps mypgoavarious other (thick) concepts as well. |
may deepen my grasp of what is involved in bgirsg generousor humble But, on the other hand,
if I learn how to ride a bike it is not so obviotlat my concepts need to have altered. (Unless we
have a very reductionist and dispositional accafinthat is involved in the mastery of a concept.)
The former example suggests that acquisitiorkridwledge howmay (and perhaps may often)
involve conceptual acquisition or refinement. Thddr case suggests that this is not always the
case and that acquisition kriowing howcannot reduce to conceptual acquisition or refirgme

The upshot is that even when we allow that bothetsoand thought experiments may help
us to make conceptual progress there still remsonsething significantly different about the range
of epistemic roles that these differing kinds ofrative characteristically play. And this something
different involves novels having a wider range oditions for epistemic success or failure.
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Notes

1. According to Sorenson [17, p.205], a thought experit is ‘an experiment that purports to achieveiitss without
the benefit of execution’, but this would leave thenuinely experimental status of thought experisy@pen to
guestion.

2. For a quite different treatment of extended fictibnarratives as thought experiments (in a lesstcaned sense)
see [4] and [19].

3. For the view that thought experiments are realfjiarents see [1] and [12].

4. Nussbaum’s essay on ‘Transcending Humanity’ in dsds ‘thought experiment’ in a wider sense thatdhisive
of novels and related works such as Homéxyssey

5. In Murdoch’s 1969 noveBruno’s Dreama father-in-law is confined to his deathbed andhle to do anything but
reflect upon matters. He has to face his failurevedcome his daughter-in-law while there was siitie, before her
tragic death and his son’s subsequent estrangement.

6. To allow that the knowledge in question does natpdy concern the circumstances specified in a @aer
experiment is consistent with allowing various resions of the sort set up by Tom Regan to theafthat some
thought experiments tell us what to do in excegi@mases and not in normal cases [16, pp. XXVilEXxx

7. Kuhn [7] and for a contrasting classification obtight experiments as primarily concerned with thaefutation
and support, see [2].

8. Moore [8, p.367 ff.], approaches Derrida from thenspoint that of ‘knowing how’ rather than ‘knowjirthat’
albeit his reason for doing so concerns the inédfabhave no objection to this but an appeal &ffability plays no
direct part in my approach to the novel.

9. For the limited value of using character types aveis see Iris Murdoch’s account of SartrRsads to Freedom
trilogy in [9, p.56 ff].

10.See [15, pp. 9-11] for the contrast between ‘diskims’ and ‘dichotomies’.

11.This suspicion abolnowing howis particularly evident in [18].
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Abstract

Gettier's Paradox is considered a most criticalbfmm for the presumably
obvious philosophical view that knowledge is justiftrue belief. Such a view
of knowledge, however, exposes the poverty of dmgbhilosophy. It wrongly
assumes, for example, that knowledge must be cmnsend explicit, and, to
make matters worse, linguistic, as illustrated ionBld Davidson’s writings.
To show why this philosophical view is wrong | wpbint to arguments by
Ruth Barcan Marcus and, principally, Paul Churctijaas well as to work by
the neuroscientist Paul Reber on intuitive knowdg@/e will see, then, that
much of our knowledge is neither explicit nor caoss, let alone linguistic.

I will suggest that an approach that pays attentiohiology is more likely to
succeed in developing a proper account of our ¢wgniabilities. Thus,
Gettier's paradox becomes a mere curiosity.

Keywords Gettier's paradox, justified true belief, nongunstic knowledge,
intrinsic learning, neural nets.

1. Introduction

A biological approach to knowledge provides phijgdsers with a promising alternative to analytic
epistemology. For example, philosophical analys@gnizes as intuitive the notion that knowledge is
justified true belief. That intuition, unfortunagelruns into trouble because of Gettier's paradnx,
analytic philosophers, far from being professionambarrassed, revel in the opportunity to either
solve the paradox or make it even more perpleX@uy.to me, the main problem with the apparently
intuitive notion that knowledge is justified truellef is that it assumes that knowledge is propmsa
and thus linguistic. This assumption is much atsoddh evolutionary biology and recent advances in
neuroscience. Many philosophers defend the autonafyphilosophy against such scientific
interlopers, but it seems to me that the case lidogophical autonomy, at least where it concehes t
issue of knowledge, is weak and implausible. If arguments are accepted, the most important
paradox of contemporary analytic philosophy shdudome little more than a scholastic curiosity.
Indeed, philosophical analysis, at least in itsguistic mode, will become little more than an
occasionally useful tool in an epistemology moreansonance with our scientific times.
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2. The “Most Significant Problem in Epistemology”

The great majority of analytic philosophers consi@ettier's paradox to be the most significant
problem in epistemology. The paradox goes as fa@ldvet us say that Mary knows that Paul is in the
study. According to philosophical analysis, thigil presumably means that

(1) Mary believes that Paul is in the study.

(2) Mary’s belief is true.

(3) Mary is justified in holding her belief.

What counts as justification may be a matter ofatkeb- perhaps all it takes is for Mary to see
Paul in the study — but as long as we agree tleaissindeed justified in her belief, and that helidd is
true, we should conclude that Mary knows that Faurd the study.

Imagine the following situation, however. Theraiperfect replica of Paul “sitting” at the desk
in the study. Looking through the window, Mary s#&sreplica and forms the belief that Paul ishia t
study. Presumably this is a justified belief. Band this is Gettier’s trick, imagine also that Piuin
the study. Not at the desk, but hiding behind tech. Still, the sentence “Paul is in the studyfrige.
Thus, Mary believes that Paul is in the study, bedref is justified, and her belief is true. Butrsly,
we want to resist concluding that dtr@wsthat Paul is in the study.

Analytic philosophers have proposed a variety ofsve solve this paradox, most of which
have caused much debate. A popular move, for exangto demand that in addition to justified true
belief certain other conditions be met before westter that a particular claim constitutes knowkedg
(*JTB Plus”). But discussing such moves is not ragi@rn in this paper.

My suggestion is that analysis does not settlartatter. Indeed, | will go further than that: Anat/s
the wrong approach to determine the nature of kadgé.

Philosophers from A-Z have occasionally found ti@& &ccount unintuitive. Just to mention
the P’s, remember that Plato in Hepublicthought that knowledge and belief (opinion) weee s
different in kind that no qualification could pdslyi make a belief count as knowledge. Thus, for,him
having a belief could not be a requirement for kisalge. And Popper argued that scientific knowledge
could not involve justification (in the way philgsteers think of justification). Science works byatri
and error: Scientists propose hypotheses and fgldidy them. Persistent failure to falsify a hypesis
does not justify it; at best, it inclines sciergisb accept it tentatively (the next test may finabfute
it). Important philosophers have thus thought afledge without belief or justification.

Of course, they could be wrong while analytic pbdphers are right in wringing their hands
about Gettier's apparently unsolvable paradox.

Plato, Popper, and the analytic philosophers neheth seem to agree on a crucial connection
between knowledge and rationality. For analytidggaphers, rationality tends to be defined in terms
of consistency, implication, logical truth, etcf,sentences or propositions. A rational agent apgso
of consistent sentences, for example, and strodggpproves of contradictions. Knowledge is
linguistic, and so is belief. Creatures withoutgaage, Donald Davidson argues, cannot have beliefs
(and thus cannot have knowledge). Moreover, he, 86le a creature have a belief if it does not have
the concept of a belief?” The answer is no, appbréecause creatures without language can have no
concepts. As Davidson explains further, “Someonenct have a belief unless he understands the
possibility of being mistaken and this requiressgiag the contrast between truth and error — true
belief and false belief. But this contrast... can syeeonly in the context of interpretation [of a
language]” [5, pp. 22-23]. This is not surprisisgice truth and falsity are properties of senterfoes
propositions).
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This implies that dogs, chimps and young childramehno beliefs, and thus no knowledge, since they
are not language users. But denying them beliefsisabsurd, as Ruth Barcan Marcus argues [10, pp.
233-256]. Consider a case, she suggests, in wieigh dnd his dog Fido are lost in the desert. At one
point they see a mirage of an oasis and they cemglerly towards it. Their behavior makes it
reasonable to say that they both have the (misjakaief that there is water a few meters in froft
them. But according to the likes of Davidson, Jeahlieves mistakenly that there is an oasis a few
meters in front of him. Fido has no beliefs afall, p. 234]. To make matters worse, for Davidsod a
others, belief is a conscious relation between lgesti and a sentence. This would rule out all
unconscious, or subconscious, beliefs. This ispagareasonable. As Barcan Marcus points out,doein
asked why we act as we do may make us realizehéofirst time that we have certain beliefs, indeed
we might have had them for a while even though vezewnot aware of them. We do not always
“entertain propositions or sentences we hold trhdenacting.” For example, “I often walk a route to
my office that is not the shortest and am asked. thgequires some thought. It isn’t out of habit,
decide. | finally realize that | believe it to beetmost scenic route” [10, p. 239].

Split-brain experiments, and a great number of rolsgeriments in neuroscience clearly
indicate that we have unconscious beliefs. Moreotlex brain mechanisms involved are not found
only in humans. In actuality, several animals dlawe the brain structures apparently involved meso
of our conscious experiences.

The linguistic “imperative” when it comes to belgfems quite feeble now. But if belief can be
non-linguistic, so can knowledge. If knowledge iadwa of the “right kind” of beliefs (i.e. justifiedput
those beliefs turn out not to be linguistic, knoage will also not be linguistic.

Perhaps we could insist that only linguistic baliean count as knowledge. But consider that
without a decent grasp of their environment, inclgdheir social environment, many animals would
be unable to function and survive. Why should wg #aat such a grasp does not amount to
knowledge? Indeed, knowledge can clearly be adafpdivmany creatures. A chimp, for example, will
track down ants to their colony. He will then breakranch off a bush, clear it of leaves, smeaith
saliva, and poke it into the entrance to the antRibm time to time he will take this convenieabk
out and eat the ants that have got stuck to it.

But if animal knowledge is not linguistic, so is amof human knowledge. A gifted football
(soccer) player (in Spanish: “de los que sabenfie-af those who know) will instantly grasp the &y
the field and will give the ball the right touch isavill curve over and around opponents and lanithe
feet of a sprinting teammate with a chance to sdérhe gifted player stopped to think consciously
about he was to do, his play would fall apart. @unss verbalization, since it takes even longemnido
likely interfere with his knowledgeable behavioeavmore.

For some this is a case of “knowing how,” not cé tielevant “knowing that.” But let us say
that | am very good at reading people, at leasairepeople, and tell whether they are lying or. h@t
sits in front of me and gives me an excuse. Jost fmy unconscious (or subconscious) reading of her
can tell whether she is lying or not. But if | tity consciously verbalize the workings of my brain i
picking up her clues, | lose my chance of being abltellthat she is lying (othat she is not).

The neuroscientist Paul Reber offers a very telirgmple:

A fireman in Cleveland cleared his team from a fs@ene because he “sensed” that
something was odd about the situation. Indeedfltloe was about to collapse because of a
raging fire below. The lieutenant fireman who sat&imen was not aware of the danger
in the usual sense, but rather he was observanighnand skilled enough to know that

something was not right. He acted on that indicatefore consciously realizing what

wasn't right or what danger was present. At firstthought it was ESP. Only much later

did he begin to understand the clues he had sensed.
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This example of successful intuitive knowledge, &etells us, “can be credited to implicit procegsin
of the environmental cues, leading to escape franimaminent catastrophe... our brains possess an
array of mechanisms for automatically extractingprimation from the environment without our
awareness.” It is his conjecture, thus, that “imiplimemory is critical in producing trustworthy
intuition” [12, pp. 474-475]. Reber tells us thatliderate processing can actively block the use of
intuitive knowledge, as we can see in the footpdler example given above. The mechanisms of
implicit learning may also interfere with consciousasoning, and “the systems often appear to
compete such that only one system can influenceavi@h” Nevertheless, sometimes they do
cooperate, e.g. in as fundamental a cognitive igtas categorization. Indeed, as Reber informs us,
extensive neuroscientific investigations have ewmrealed the key brain regions involved: medial
temporal lobe activity is associated with expliogémory for prior examples; posterior caudate agtivi
correlates key brain systems associated with implgarning; and dorsolateral prefrontal cortex
activity is associated with resolving competitiagtuseen implicit and explicit processing [12, p. #79

The notions of knowledge entertained by analytitgsophers do not seem to do justice to our
cognitive abilities, let alone those of animalsvN\d | may be allowed a personal anecdote, afeary
of doing research and teaching cognitive neuroseieand cognitive psychology, as well as other
related courses, | decided to look at the manybte#s | had used, or considered using, or had
reviewed for publishers, just to see how importéet notion of “belief” was to the science of human
cognition. The first step in such a search isotiklfor “belief” in the subject index. | was notlalio
find any appearances of that word in any of thasekb. Perhaps | missed one or two, but | doubt it.
In science, the notion of belief, let alone justfitrue belief, is hardly ever used to investighe
nature of knowledge.

In the TheaetetusPlato tells us that to make a true judgment aboatething we must already
be able to distinguish it from other things (209atbsomeone can always, or nearly always make the
right distinctions, why should that ability not §aé for knowledge? (Why must we also have an
“account,” as Plato put it, or a “justification,$ analytic philosophers put it?)

Knowledge can be demonstrated — and | think weagaae with the analytic philosophers on
this — when the agent almost unerringly makes tipgapriate conceptual distinctions. It is a fiction
however, to hold that language is necessary foringaxoncepts. Vectorial transformation of
information in the brain, for example, explains howoncepts are located in non-linguistic vectorial
spaces. What is not located in a vectorial spad¢akisn to be different from the concept in question
Paul Churchland points out that our ability to disinate sensory qualities “usually outstrips one’s
ability to articulate... the basis of such discrimioas in words.” Indeed, we can have the concept of
“catness” even though we cannot put into words vdoaints as a cat. We could define “cat” as “a
smallish, furry, four-legged predatory mammal wsthall, sharp teeth, a serpentine tail, a fondnass f
chasing mice, and a ‘meaow’-like cry” [4, pp. 1445) Biologists of course would give a more
rigorous definition. But we do not need either d#ifon in order to identify a cat as such. “A mute,
three-legged feline amputee with a bobbed tail| thdth, and all the predatory instincts of a couch
pillow will still be reliably identified as a catybany normal person, even by a child.” And by a dog
also, we might add.

The brain structures of language grow out of othexin structures. But those underlying
structures are already sufficient to account foovidedge (although not for that subset of knowledge
which is strictly linguistic, such as knowledgelafguage).

These considerations extend to scientific and sdciawledge, as we will see in the next
section.
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3. Western Elitism

A very important moment in the development of Westelitism, according to Feyerabend, was the
rejection by Socrates of the Homeric worldviewphrticular, Socrates would ask his fellow citizéms
tell him what virtue, justice, and knowledge weréhen they gave him a list of examples in which the
word was appropriately used (e.g., the virtue ofaa, the virtue of a woman, of a child, etc.), ates
sarcastically replied that he had asked for onggthind his interlocutor had given him many. Sosrate
wanted a definition, a universal; they gave hintipatars. Greeks, Feyerabend thinks, thought imser
of examples. Indeed, “the view that giving an actameans enumerating instances, not subsuming
them under a single term, retained its popularghtrinto the classical age of Greece” [8, p. 38]jus,

we have two competing models of knowledge: the @teasnmodel and the abstraction model. Or,
perhaps | should say, wead two models, since apparently the examples modslpvatty much run
over by Western elitism.

| do not believe that it has died, though. In fdavould wager that it is the way most human
beings still think. And there is a good reasonifoflhat is how the human brain works. Feyerabend’s
comrade-in-arms, Kuhn, was the first philosophesdg&nce to call our attention to this matter. He
argued that, when scientists practice their tradey do not apply rules but instead learn to see
problems as being like other problems they encoedtbefore, where “being like” is best explained by
Wittgenstein’s notion of “family resemblance” [9%cientists are thus trained on a collection of
particularly instructive examples (“exemplars”) tihvaill enable them to develop a grasp of the way
their discipline approaches its investigation @& world. The rules Kuhn would have us do withoet ar
the analogs of Socrates’ abstract definitions, #nus it was not surprising that his proposal, which
expelled from science the sort of decision proceslalear to the hearts of philosophers of scieneg, m
with mumblings against Wittgenstenian obscurantjsf also 7]. But science has come to Kuhn's
rescue.

In the last three decades, scientists and phitesgphave collaborated in a program to explain
the workings of the human brain (in part) as a dempf neural nets. As Paul Churchland explains, a
neural net is designed to compute a large numbéunagtions, even functions that we armsable to
specify “so long as we can supply a modestly large setxamplesf the desired input/output pairs”
[3, p. 6]. This process, by the way, is calledittiag up the network.” In artificial networks, tlegror
in the output in the first run is calculated and feack to the units in the network. This proceduile
lead to a readjustment in synaptic weights in tevork (this is the “back-propagation” algorithm).
After repeating the procedure many times over,nésvork will finally assume “a configuration of
weights that does yield the appropriate outputsfioof the inputs in the training set” [3, p. Ye can,
for instance, train a network to discriminate soeeoes of explosive mines from those of submarine
rocks, explains Churchland. After it has been &djnthe network will be able to identify reliably
echoes it has never heard before. It is importantedlize that “neural nets typically have no
representation of any rules, and they do not aehile®ir function-computing abilities by followinga
rules. They simply ‘embody’ the desired functiogs,opposed to calculating it” [3, p. 12].

This account sounds very much like Kuhn's explmmabf how scientists typically operate. It
certainly seems reasonable to consider it a senmmg®el of the typical workings of human neural nets
Contrast it now with the failure of classical adil intelligence (Al) to explain human thinking i
terms of abstract rules.

This elitist philosophical approach extends to rityras well. “Greek morality at the time of
Plato,” Feyerabend says, “was a morality of instéanand examples, not a morality ruled by abstract
properties” [8, p. 259]. | would bet that the sacoeild still be said of most fruitful human moradsi
(as opposed to ethical models invented by philosaghChurchland has developed this very point in a
very provocative way [4, pp. 143-150], [11, pp. 4B%/]. For some of the many ways biology may
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also influence the evolution and nature of morglityman and animal), the reader may wish to consult
[1], [2], [6] and [13].

4. Conclusion

Knowledge need not be linguistic. Moreover, knowleds the result of adaptive brain structures at
work. We can say that an intelligent creature kndwesause its relevant behavior succeeds. The
justified true belief model, therefore, fails toptare characteristic, let alone obligatory, feasucé
knowledge. Since we can dispense with justifie@ toelief as an account of knowledge, we need not
concern ourselves unduly with philosophical tritkat seem to confront that account with paradox.
Gettier’s clever objection becomes a mere curiosity
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Abstract

Theodore the Studite resolved the logical probleosed by the second
Iconoclasm in an explicitly paraconsistent way, wine applied to Jesus the
definition of the human hypostasis while statingtthhere is no human
hypostasis in Jesus. Methodologically he was fahow albeit without
knowing, Eulogius of Alexandria. He, in turn, wagparently followed by
Photius, but in a confused manner.

Keywords Theodore the Studite, Patriarch Photius, IcorsmlaChristology,
paraconsistent logic.

Perhaps the most surprising thing, then, is howlyeas
considerations of consistency can be detached tinese
notions [truth, negation, rationality, and logigjnd so
how non-integral they are to them. This makes the
traditional view of the centrality of consistenay these
notions even more surprising. The dead hand oftéttes
has, it would seem, weighed on the topics, prexgnti
philosophers from applying to them the critical répi
which is their due.

Graham Priest [39, pp. 208-209]

1. Introduction: From Under “The Dead Hand of Aristot| e”

Dealing with the logic used by the Byzantine pétisuthors in their theological reasoning, the
modern historians are facing a major problem. Atfitst glance, they still are in a familiar realm
where the Aristotelian logic — whatever the wordi$totelian” could mean for Byzantium — is not
only valid but also considered #te logic, that is, the only possible way of soundsmang. The
basic laws of this logic — those of identity, namtradiction, and excluded middle — are markedly
respected. From time to time, however, the stelmly 6f logical argumentation is interrupted by
acceptance of some facts claimed to be “beyondoreasd understanding®£ep Adyov xai
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gvvolav) — to use a formulation from an often repeatethatByzantine Vespers hymn by John of
Damascug.Such facts — also at the first glance only — appebe illogical at all.

So far, so good. There ibelogic on the one hand, and there is something “bejagos’
on the other. We can preserve such an impressitthtbe moment when we look at the thin
interface between the two realms. There, an “Argdian” logician, face distorted in horror or
distaste, begins to notice a pulsation of somerémiee, that is, appearance of some conclusions
from some premises. The rules of this inferencgeneral, respect none of the three basic laws of
classical logic. Indeed, nobody in the Middle Ades pretended to include them into the logical
textbooks. Nevertheless, the rare thinkers who vat¢tiacking them as illegitimate at all (such as
John Philopondsor Barlaam the Calabrighto name only the most known today) were always in
danger to be condemned for a heresy. One must snfeowever, that many less radical
theologians have experienced severe difficultieewtihey were turned out to admit one or other
blatant disruption of the Aristotelian logical lawss we will see below, among them was even
Patriarch Nicephorus of Constantinople.

From a modern point of view, we would prefer td tlalgic” anything where there are some
procedures of inference, regardless of their paeraules. If the inference is convincing for - at
least, understandable to — at least, somebody,aner&asonably conclude that the rules of this
inference exist. In our modern sense, they also @togic.

Moreover, there must be a kind of continuity betwdieis nOn-Aristotelian logic and the
Aristotelian logic of, say, demonstrative syllogsnthat were used in Byzantine theological
discussions. Within the Byzantine theological tlmgk the Aristotelian “laws” were, indeed,
respected, but not on the level of the universaklsensu strictqthere was only one person, in
Byzantium, who dared to insist on their applicapikven to the divine reality, John Philoponos).
Instead, their value was limited to that of the towgent rules of a given domain, namely, the
domain of the created.

The proper rules of inference within the interfbetween the divine domain and the created
world could be extracted from the Byzantine themalgworks and translated into our modern
logical language. Here | will propose one case \stidat of the Christology of Theodore the
Studite.

The unity of the whole system of reasoning in tbgglwas preserved, nevertheless, by the
mainstream Byzantine theologians, but not on tiel lef “laws” or rules but on the level of logical
connectives, such as negation or conditional, lgathe same meaning in all the possible domains
of thinking? In general, the most fundamental logical notiorisiclv are truth, negation, and
rationality were respected throughout the domaitheblogical reasoning, but the price was logical
inconsistency — incompatible with the Aristoteligry notion of thinking.

In the twentieth century, especially since the B97thany non-consistent logics are
described. These so-called paraconsistent logics made ouremotbgical thinking ready for
grasping logically the meaning of apparently illcaistatements of the Byzantine Fathers.

2. Patriarch Nicephorus of Constantinople in the Dad End of the Classical Logic

Throughout the history of the Christian world, thérave never been such thinggtasiconoclast
theology orthetheology of icon veneration. On the contrary, th@eze many different iconoclastic
doctrines as well as many different meanings ofiigeneration, often incompatible with each
other® Fortunately, our present task is limited to a uei@nd quite specific iconoclastic doctrine as
well as a unique and specific kind of theologicafesthce of the holy icons.

At the outbreak of the second iconoclasm (815-8d#e was no ready answer to the new
version of the iconoclast theology. The iconoclastmaged to show that the current teaching of
their opponents is illogical in the pernicious serbat is, that its logical clarification wouldak to
either iconoclastic doctrine or Nestorian ChrisggloThis challenge was eventually answered by
Theodore the Studite. The logical problem that Wwél resolved by Theodore the Studite becomes
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more understandable against the background ofadhtmporaneous failed attempt to do the same
by Patriarch Nicephorus.

The iconoclasts were perfectly consistent in tdeimonstration why the icons have nothing to do
with the incarnation of the Logos. Their line obtight could be recovered as followihg:

Starting from

(1) the majority view of the Chalcedonians (shabgdthe defenders of the icons) that the
Logos is incarnated into the common nature of huamahand

(2) a strict conviction shared by all the anti-Nestns that there is only one hypostasis in
Christ, that of the Logos, they have argued, witafarence to

(3) the standard textbook definition of hypostdbigostasis = nature + hypostatic features,
idiomatg,® that the Logos did not receive the hypostatic et {diomatg of the human
personality of Jesus — unless Jesus becomes aroadtd{human) hypostasis in Christ, beside the
Logos.

(4) There is, however, in Christ nothing depictabkeept thesédiomata of Jesus — this
point was also shared by the defenders of the idmsrefore, it follows

(5) the iconoclastic conclusionChrist as the incarnated Logos is indepictable,redme all
the human (depictable) features of Jesus are atteide respect to the incarnated Logos. In other
words, the depictable features of Jesus were rasethn what the Logos was incarnated and,
therefore, are unworthy of any veneration.

According to the ninth-century iconoclasts, Jesubat is, the conjunction of the personal
human features of the incarnated Logos -oislly accidental to Logos’s incarnation. For the
iconophiles, there was no argument about sayingstimeof such human features of Jesus are
accidental — those that are accidental to any huimach as the stature or facial expression) — but
never those invariant features which make one hundividual discernible from all others. For the
iconoclasts, however, even those human featurésviér@ not accidental to Jesus were accidental
to the incarnated Logos.

The defenders of the holy icons shared with thepaments the first four points enumerated
above but refused to accept their conclusion aarlgl€at least, to them) opposed to the Church
Tradition. According to them, something somewheyeegwrong. But where?

Point (2) was certainly out of discussion sincefifile century.

Point (4) was obvious to the two sides of the donfl

Point (1) has been discussed during the sixth gad the early seventh centuries, but —temporarily
— ceased to be under discussion after the victbithe “Maximites” over the Monotheletésthe
discussion will be reopened in the eleventh ceffumyt not in the nintf!

Point (3) was the weakest point in the whole chéirhas been already dealt with by
Maximus the Confessor, but the “Maximites” of tipisriod knew his teaching too superficially to
become able to apply it here. Thus, formally, tlsehbol” definition of hypostasis remained
unshaken.

The iconoclasts were then, during the second p&fiacbnoclasm, perfectly fitting with the
mainstream theological standard of the epoch banirapparent conflict with the already ancient
custom. Their opponents were in conformity with tbestom but without any appropriate
theological language at all.

Patriarch Nicephorus was a hostage, if not a vidfnthe situation of such a theological
“mutism.”*? He was able to express his Christology as follgwiNobody of those who have the
intellect would accept that either the Logos tobk passions or that the flesh undertook the
miracles.™?

This text is not only in contradiction with the “bl€Chalcedonian” Theopaschism, but even
with the Justinianic “Symbol of faithOh Monogene¢CPG 6891), which was then an obligatory
part of each Eucharistic liturgy according to tlte that Nicephorus followed himself: “Oh the
Only-Begotten Son and the Logos of God... who hastified, oh Christ God..*
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Moreover, such a Christology contradicts to anofiat of Christology of the same Nicephorus: he
was certainly convicted that the image of Jesusshfencompasses the Logos — but he turned out
to be unable to explain why.

We see, in Nicephorus, a case when a theologiadtide is completely inadequate to its logical
package — a case wh#re new wineof the Orthodox theology runs out fraitme old wineskinsf

the Aristotelian logic (Lk 5:37). There was an urg@eed of new wineskins for preventing the
pouring out of the theological wine.

3. The Christology of Theodore the Studite: Its Cetmal Point

A completely new approach has been formulated bgodbre the Studite. There is no direct
connexion, as one can see now, between Theodor¢hanelevant details of the Christology of
Maximus the Confessor. In the ninth century, Mawas still too little known in Byzantium.

Probably, the best description of Theodore’s thgplas a whole is now provided by Dirk
Krausmduller [20]. Therefore, | can go directly tbebdore’s main Christological idea.

According to Theodore, the Logos became “one fr&has Jesus — but there was no, in
Jesus, a distinct human hypostasis. There was sus Js a separate man, but there is Jesus as
someone — namely, the divine Logos — having allftfa¢ures of a separate man, that is, the human
nature and thiliomataof the separate human hypostdsis:

Ovk dpa pOVEO T@ TPOSNYOPIKD, GAAL Yap
Kol TG Kupim dvopatt KEKAnTon 0 Xpiotog: o
yopilov adTOV TOIC VTOCTATIKOIG ISUDUACLY
amod T®V Aom®dv avOpOTOV' Kol 610 ToVTO
nepLypontog. <...>

Therefore, Christ is called not only with|a
common noun but also with a proper name
[sc, Jesus. B. L] that separates himja the
hypostatic features idiomatg, from the
remaining humans. This is why he
describable. <...>

Therefore, he is one from us, even though he

Ovkodv &ig éott ka®’ Mudc, el kol Ogd¢ O €ic
g Tpradoc g éxel amd tob ITatpog kol Tod
[Tvebpotog, T@ VKD 1O1ONOTL S1OKEKPLUEVOS
obTmg ovTog évtadbo Amd mAvTeV TV
avOpOTOV  TOlG VTOCTOTIKOLS  IdIOUHOCY
apop1lOpEVOS Kai d10l TODTO TEPYPOUPOUEVOG,.

iIs God that is one of the Trinity. In the sa
manner, as he is distinguished there from
Father and the Spirit with thediom of
sonship, he is also separated from all
humans here with the hypostatidiomata
And this is why he is describable.

me
the

the

One can feel that Theodore said here somethingdsagimon-Aristotelian. Let us see, however, in
more details, what happened here to the threecdeisn “laws.”

4. The Three “Laws” of the Classical Logic in Theodre’'s Reasoning
4.1. The “Law” of Identity

Aristotle’s verbose formulation of the principle alentity in MetaphysicslV, 4 implies that
anything that could be described in some partiowky is always precisely the same thing that can
be described in this way.Later Leibniz succinctly put it in a more abstréarim: “Ce qui est, est;
Chaque chose est ce qu'elle €tThis Aristotelian definition of identity throughedcription was
further developed into the so-called Leibniz’'s pijphe that postulates identity of any two
individuals whose all properties are identical.drez himself, during the last months of his life in
1716, acknowledged that “his” principle is not asversal as he himself was arguing shortly before
— thus allowing difference between the objects tiate absolutely identical properties including
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the spatial coordinates (as we see now among thetgm objects such as electrotisYhis was
not, however, compatible with any interpretationdsntity that was known to the Antiquity.

Theodore broke the “law” of identity in the follomg manner. According to his explanation,
Jesus is the Logos with no separate human hypssksiis not the same as the hypothetical *Jesus
that is a human hypostasis (known to Theodore’'seroporaries from Nestorian Christology).
However, both Jesus and *Jesus have identical grepethat is, the full set of properties of a
human individual called Jesus. Both Jesus and &Jese unified with the Logos. This feature,
though, is to be factored out, in our comparisamvben the two, because any possible difference in
the mode of union between the Logos and the humafiteither Jesus or *Jesus depends
exclusively on the possible non-identity betweentiko.

According to the principle of identity in its staard (Aristotelian) understanding, as well as
its explication in the so-called Leibniz’'s prina@plJesus must be identical to *Jesus — as the
iconoclasts would have said in accusing the iconeplof Nestorianism. Nevertheless, Theodore
did not admit this conclusion from the premisesshared with the iconoclasts, because he did not
admit the corresponding rule of inference eithevhich is the rule (“law”) of identity. This was a
break with the consistent reasoning.

| would add that such a claim was then very riskiyeodore did not know his patristic
predecessors who have already dealt with in dethdsproblems of inconsistency of the logic
applied to the theological domain. Neverthelesscdrtainly imbibed with education the relevant
intuitions of Gregory of Nazianzus and Dionysius #ireopagite.

4.2. The “Law” of Non-Contradiction

The principle of non-contradiction is broken by ®Here straightforwardly. According to
Theodore, Jesus nota hypostasis of the human nature, butshe& human individual in the same
manner as everybody of us — “one of us? ot ka0’ Nudc, s. above).

Theodore’s Jesus is identical with the object tlaagording to the school definition of
hypostasis, is a human hypostasis called Jestise Isame time, Jesus is not identical with it. Bein
both identical and not identical to the same thi{imgmely, the hypostasis of Jesus according to the
school definition; we have designed this hypotlatibject as *Jesus) is a contradiction.

Both Jesus and *Jesus are identical — in Aristartedind Leibnizian sense of having identical
properties — to the same object, namely, the olgéthe school definition of hypostasis of the
human nature. Indeed, Theodore denied identity dmtwlesus and *Jesus, but in the way of
refusing to call “identity” the relation that is twe called so from a classical (and any consistent
logic’s!) point of view. According to Theodore, higsus is not Nestorian *Jesus only because the
identity of propertiesidiomatg is still not, for Theodore, an identity. As it své0 be expected, the
breaking of the “law” of identity leaded him to theeaking of the “law” of non-contradiction (or
vice versa

Thus, in classical (and not Theodore’s) terms, btaia a subcontrary (not contradictory nor
contrary) opposition: Jesus is identical to *Jesusereas it is claimed, by Theodore, that he is not

In classical terms, this means tidat B but A # B simultaneously.

The principles of identity and non-contradictiore a0 mutually depending that there is no
possibility of breaking one without breaking anathe

Let us explain Theodore’s intuition in a more Asigian fashion, using [different
variables’s values for the same functions, thaexgmples of a human and a horse, so dear to the
antique philosophers. Then, Theodore’s reasoningdcbe reformulated as following. Some
individual (hypostasis) has, for instance, the desgt ({diomatg of both human Peter and horse
Pegasus; however, this hypostasis has these featatgartially, as a centaur, but of both of them
entirely. He is entirely Peter and entirely Pega&wen though he is, among the horses, a horse
called Pegasus, he is still a human among the hsirvhose name is Peter.

For a viewpoint of any logic respecting the law rain-contradiction, such a claim is
impossible. Instead, such logic would allow onlptkinds of compositions: (1) some mixed cases,
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such as some hybrid, centaur, resulted from PetkPa&gasus, which is no longer identical to Peter
or Pegasus, or (2) a two-individual set formed bjePand Pegasus taken together as two different
elements of the one set. One can easily recogimisthe first alternative, the decision of the
Monophysitism, and, in the second alternative dibesion of the Nestorianism.

The first alternative is, from a historical poirft\aew, even more interesting, even though it was
not mentioned in the discussions of the ninth agntli is quite important for understanding the
origin of the logical problems in Christology th@heodore was facing. As one could guess, it
concerns the principle of the excluded middle aredking thereof.

4.3. The “Law” of Excluded Middle

Some limitations of the “law” of excluded middle mgeknown to Aristotle and other antique
logicians who have described the modes of reasomimgh we now call modal. Aristotle himself
described the first of the known modal logics nalled alethic, where he used such categories as
“necessarily”, “impossibly”, and “possibly” instead the bivalent statements “true” or “false”. The
alethic modal logic is perfectly Aristotelian, tdmyt not classical. Thus, it was known to the ardiq
logicians that principle of the excluded middleét obligatory for making reasoning consistént.

Ironically, among the three “laws” of the classidagic, this one is the only one that
Theodore respects. To him, there is nothing in betwof Jesus and *Jesus: the real Jesus could be
either a hypostasis of the Holy Trinity (Jesus)aohypostasis of the human nature (*Jesus) but
never something third. The latter possibility i€lexleda priori, whereas the second one (that Jesus
is a human hypostasis) ordyposteriori as a conclusion of Theodore’s theological analyBhis
manner of thinking is in the perfect accordancehwtte principle of excluded middle in a
completely consistent and even classical way, alldgeodore’s claim that Jesus has all properties
(idiomatg of *Jesus without being *Jesus is breaking thestsience of reasoning.

Instead of looking for aertium quid between Jesus and *Jesus, Theodore appropriated
*Jesus’s features to Jesus in a paraconsistent wagonsistent terms, we have already described
this procedure as simultaneous identification and-identification between the two. Such an
operation requires that the binary opposition betwdesus and *Jesus is duly respected and
nothing in between of them is introduced.

Let us consider another hypothetical situation, wive need to preserve the consistence of
reasoning but also to avoid Nestorianism. Thides gituation when some consistégrtium quid
between the Nestorian *Jesus and Theodore’s pasmtent Jesus becomes necessary. This would
mean that the divine hypostasis of the Logos, dftering become composite with acquiring
humanity, formed as well a nature of its owfy gvoig 100 Beod Adyov cecapkouévn (“the one
nature of the God Logos incarnated”) — in somehef meanings of this extremely multivalued
expression.

In the consistent reasoning, the Logos could nbgeome a hypostasis of the human nature.
If, nevertheless, he accepted Jesus without acceptseparate human hypostasis (that is, without
accepting the Nestorian *Jesus), then, the Logab Jasus are now the same hypostasis. In
Theodore’s paraconsistent reasoning, the hypostédise Logos and Jesus is also the same, but
“Jesus” became the name of the Logos accordingettnttman nature — in a paraconsistent way. In
our present hypothetical situation, any paracoasistvay is forbidden. Thus, the Logos does not
have a name according to the human nature, bet®udel not become a hypostasis of this nature
either. However, “Jesus” is not a name of somettuialpnging to the divine nature — which is
obvious unless we accept the extremist Christolofjyhe so-called actistisfi. Therefore, the
object fitting with “Jesus” as its name must beirted as a new separate nature, distinct from the
natures of humanity and divinity.

Our hypothetical situation, of course, took plat¢he history. This is the reasoning by John
Philoponos shortly before the Fifth Ecumenical Goufb53), when he interpreted “the unique
hypostasis” of Christ in the Chalcedonian sens&leastical with the “unique nature” of Christ of
the nOn-Chalcedoniaf$. This was an anti-Nestorian and completely consistiecision. The
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Chalcedonians, in turn, were ready to acknowledgeiiec pvoig of Cyril of Alexandria the
Chalcedonian “unique hypostasis” but did not agmgé this Philoponian reverse moving asking
them interpreting their own “unique hypostasisitlas anti-Chalcedonian “unique nature.”

The Christology of the second Iconoclasm was algeNestorian and completely consistent, but
Philoponos would dislike it for almost the samesmes as the ninth-century iconophiles. For both
Philoponos and the iconophiles, the iconoclastigatien of the individual humanity in the
incarnation of the Logos would look equal to degyihe reality of the incarnation and, therefore, a
kind of “phantasiasm,” according to the heresiatagjargon of the epoch.

Both Theodore and his iconoclast opponents wereMattophysite in the sense that all of
them denied the Philoponian identification of “hgpasis” and “nature” in Christ. Such a “unique
nature” would be dertium quidbetween the paraconsistent Jesus of Theodore anNdstorian
*Jesus.

5. Patriarch Eulogius of Alexandria, a Theoreticianof Paraconsistency

In the epoch opened with the Triumph of Orthodoxg43, Photius was the person who undertook
a revalorisation of the theological legacy avakabd him. Maximus the Confessor, as it seems
remained mostly beyond his horizon. He became secgessful, however, in collecting the works
of the authors of the sixth centii¥yPatriarch Eulogius of Alexandria (580-607) was amthem.

The sixth among his eleven treatises summarisedligtius was written on the 580s
discussion between the Severianist patriarchs @xaldria and Antioch, Damian and Peter
respectively, and especially against the positibiPeter. Thus, this treatise was aimed “against
verbiage of those who consider the hypostasis tmnbean idiomaipiopa pévov).” Damian would
look an easy sparring-partner, in such an extentaltitude was at odds with the Cappadocian
Fathers™ Nevertheless, in fact, it was not so. The problems in the search of an alternative to the
Damianism, which failed to provide his opponentePet

According to Eulogiud? both opponents were not right. They both misurtdets the
meaning of the definition of hypostasis that thexotg — for instance, from Basil of Caesarea.
Indeed, Basil has said that the hypostasis is arpopition of the nature/essence and the idiomata.
This definition, indeed, implies some complexitydartherefore, contradicts to the absolute
simplicity of God. Nevertheless, this complexityssictly limited to the capacity of our mind,
whereas there is no complexity in God.

Certains disent en effet que I'hypostase |est

ool yap TIveG OLUTAOKNV OVGIOG Kod
'union [conjunction] d’essence et

id1dpaTOg Elval TV VTOCTACIV: O TEPLPAVAC

GUVEIGAYELY 010€ TV cOVOestY, Kai mod dv &in
10 amlodv kol acvvletov tig €v T Tpradt
®edtrog; O1 8¢ kol Baciielov mpoictdot Tov
péyov The eviig d10doKaAov, ovK £0EA0VTES
VOELY OC O COPOG €KEIVOg avip obte Opov
oUTe VIOYPAPNV AT0d100VE VTOGTAGEMG TO
g ovumhokil mapélafev  Ovopa, AL
BovAdpevog Emotopicor TOV AvOpOloV TV
ayevvnoiov Koi TV ovciav €i¢ TadTov dyaysiv
(QUAOVEIKNOOVTO, KOl TNV TPOS TO YEVVNTOV
TOoD AyevviTOL O10QOopaV €1 TOV THC 0VGING
Adyov petayayelv, tva pu povov dapopovg,
AL Kol avtikelwévag ovoiag gicdyol €ml T
10D [Tatpog kai Tod Yiod.

Al TODTO 0 700G A0YOVS 0iKOVOUDY &V Kpioel

propriété, proposition nettement susceptible
d’amener la notion de composition ; et d’ou
serait le caractere simple et exempt |de
composition de la Trinité divine ? Ces gen
vont méme jusqu’'a mettre en avant Basil

propos du Pere et du Fils, a I'idée d’essences
non seulement différentes mais opposees.
C’est pourquoi Basile, quiégle ses parole
en conscienge dans sa discussion avec
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[Ps 111:5] Baocikewog, &v 1®d mpoOc TOV
avopolov dydvt, T® Kowd CLUTAEKEL TO 1010V,
acHyyvtov MUV Kol SloKeEKPLUEVIV
pnebodevv TV Thg GAnOeiog KaTAANYLV.
ATopel pEV yap 0 avOpdmvog vodg amAf] Koi
pd TpocPoAfi TO Eviaiov dpo Koi AmAodv kol
TO TPIGGOV KOTOAAPETY TGV VTOGTAGEWV: S10
] 1OV dlopdtov, ©g 6 dwdokarog &,
wpocOnkn TtV idalovoav agopilel TV
VIooTAcE®V Evvolay Kol &ott uév 1 pébodog
acOeveiog €mikovpog kol TRG 7mEPL  TO
AKOTAANTTOV CLUVEPYOS KATOANWYEWMS, OV PNV
Y€ GUUTETAEYUEVOV TO AmAodV Tii¢ BednTOC T
OAOG TVaL TOV TaOTNG VTOGTAGE®MY OLUEVODV
oVdOUAG amepydoarto. A0 Kol EXYOYEV MG
apnyovov idtdlovoav &vvorav [Matpodg AaPeiv
i Yiod, un ) 1dv idtopdtov mpocdnkn Tic
dwavoiag SwapBpovpévng. Kai Omep €v toig
nporafodct GUUTAOKTV EKOAECE, TODTO VOV
TPooONKNV  @vVOpoce. XaQéotepov Of TO
eipnuévov moudv- «Ov yap ot deikTikol, PNot,
TG 1016TNT0G A TOD TPOHTOL TOV THE ATAOTNTOC
aOTod AOYOV TOPUAVTNGOLGY: §| oVT® YE GV
navta, 6ca Tept Oeod Aéyetal, cvuvOeToV NIV
OV Odv avadeitn»>.

I’Anomeéen, unit le particulier au commun en
nous montrant comment comprendre la vérité
sans confusion et dans une clarté absolue.
L’esprit humain et en effet embarrassé quand
il s’agit de saisir d’'un simple et unique
mouvement [grasping -B.L] les notions
d’'unité et de simplicité en méme temps que
celle des trois hypostases. C’est pourquoi,
comme l'enseigne le maitre, c’est par
I'addition des propriétés qu’il détermine sa
propre conception des hypostases, et gette
fagcon de procéder est un secours pour la
faiblesse et une aide pour comprendre
I'incompréhensible, mais Basile ne
transformait absolument pas en un composé la
simplicité de la divinité ni, en un mot, aucune
des hypostases divines. C’est pourquoi |l a
ajouté qu'il est impossible de se faire une
conception propre du Pére et du Fils sans|que
notre pensée se complete par I'addition [des
notions de propriété; et ce quil avait
auparavant nommeé union [conjunction| —
B.L], il 'appelle maintenant addition. Et pour
rendre sa parole plus claire : « Ce ne sont |pas,
dit-il, les facons de montrer ses caracteres
spécifiques qui nuiront a sa fagcon d’envisager
la simplicité ; sinon, tout ce qu’on nous dit|de
Dieu démontrerait que Dieu est un
COMpOSE ».

Let us ask Eulogius: Ok, there is no complexityGad, whereas the hypostasis is, by definition,
something complex. Then, how you insist that tlegeshypostases in God at all?

For Eulogius, however — as well as for Peter anchida — the presence of three hypostases
in the uniqgue God was out of question. This wagbira received knowledge.

Thus, Eulogius repeats the “school” definition gpbstasis but adds that, in God, there is
no room for hypostases, whereas hypostases thezsdblere are. A hypostasis in God is something
that is impossible in God but that is.

Then, one can approach this problem from the oppasile asking Eulogius: Why do you
call these logical objects in God “hypostases,’yoiu acknowledge that the hypostasis is, by
definition, something else than anything that conddur in God? For answering, Eulogius would
refer to an established patristic tradition thatlddoe called “The Correspondence Principle.”

6. The Correspondence Principle

Today it became easy to answer such questions.ré/a gresence of a just another instance of
applicability of the principle that Niels Bohr oadl the Correspondence Principle. In Bohr's
Copenhagen interpretation of the Quantum theory, tteans that the notions of classical physics
continue to be used for description of the quanteatity but in a non-classical wa§In the same
manner, in Eulogius’s explanation, the “classicdBfinition of hypostasis and the notion of
hypostasis itself continues to be used, but na felassical” Aristotelian way. In both cases, in
Bohr's Quantum theory and Eulogius’s Triadologye ticlassical” notions change their meaning,
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and, in both cases, there is no direct way to nth&se changes explicit — except an indirect way
that is actually used.

The notion of hypostasis applied to God is no mdessical than the notion of spatial
coordinates applied to an electron.

The Quantum logics proposed for the Copenhagerpratation of the Quantum theory, especially
in the 1990s and later, are inconsistént.

Now we can say that Eulogius of Alexandria has &xjd that the logic used by the
Cappadocian Fathers was, in fact, a paraconsistest Let us emphasise an important thing:
Eulogius has never said that some classical noaomspplied to God in an approximate way and
not in the proper sense. He says exactly the ofgdbiey are applied in their proper and exact
sense. However, they are inapplicable. The thecdbgneaning is contained not in the simply
procedure of application of some notions to God ihua double procedure of such application
joined with insisting of their inapplicability. T&iconjunction of application and inapplicability
forms the difference between the paraconsistergjeushthe categories of consistent logic and their
approximate usage in a somewhat metaphorical sense.

7. The Paraconsistent Logical Core of Theodore th&tudite’s Christology

The Christological model of Theodore the Studitedésived from the teaching of Gregory of
Nazianzus and Maximus the Confessor on the déificadf the marf® This teaching implies a
logical model often called by modern historiaaatum-quantun{tocodtov-décov): in as much as
the Logos became the man, in the same extent the-naay deified man — will become God, and
this extent is, of course, “completely.” Nevertlsslethe deified man does not become a new
hypostasis of the divine nature — as well as thgokodid not become a new hypostasis of the
human nature.

In fact, Theodore the Studite’s Christology wasatly present in Maximus the Confessor.
There were some differences, however. On the ond,hHEheodore made explicit some ideas of
Maximus: his Christology is in the mirror symmetoyvards Maximus’s doctrine of deification. On
the other hand, Theodore has never elaborated onnMa’s sophisticated concept opomog
VIapEemg.

Let us reformulate the main logical notions usedGhristology in a more analytical
language. We will use a language of a “set thedsyt’not of one of the set theories presently used
in mathematics but of a kind of “naive” set theatlgser to its original form in Georg Cantor —
where all the paradoxes are tolerated, and therm idifference between the notions of set and
class.

Then, the notion of hypostatidiomatabecomes equivalent to the notion of being a given
element of a class. Thdiomatafeature an individual as a specific individual,essas not within
an unordered universe but within a definite cld$sus, theidioma of sonship (“to be begotten”) is
featuring the Son within the divine nature only,endms within other natures the notion of sonship
does not exist in the same sense. Thus, it is itapbto note that the hypostatic features do not
define a specific individual of whatever nature loaly an individual of a given nature, that is,
within a given class.

Thus, we can write, for an individusl that is, for tha-th individual of the clas¥, that to
have thadiomataof x;, means that; belongs toX, x € X.

This definition could be easily applied, in slightinodified forms, to the classes whose
elements are uncountable or countable in some snst@mt manner only. An example of such class
is the class of hypostases of the Holy Trinity. afproximation of this class with a well-ordered set
(that as, a set for which exists a bijection betwak the elements of this set and the set of ahtur
numbers) would be a source of misunderstanding=rrors in triadological reasoning, because if
the Trinity is a set, then, this set is not a veetlered one nor ordered at @lIFor the further,
however, we need only a very weaken conceptiomagring: in this sense, “ordered” is every class
where the elements could be discerned in whatewst. W this weaken sense, the class of the
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hypostases of the Holy Trinity is, indeed, ordefBakerefore, our (weaken) conception of “being the
i-th element of a class” is applicable here toospneing thai here is not a natural number and not
necessarily a consistent numBer.

Now, let us consider the case of the incarnatecb&o@Vithout ceasing to be an element of
the class “divine nature”, he becomes an elemethetlass of humans when he takes the human
idiomataof Jesus. Nevertheless, he does not become aem@fthe class of humans because the
Logos does not become a human hypostasis. Theréfoges'’s inclusion into the class of humans
is paraconsistent only, whereas his inclusion theoclass “divine nature” is consistent: the Logos
is a divine hypostasis, and there is no sense iat Wie Logos ceased to be a divine hypostasis.
Thus, the Logos became a human individual calledsla a paraconsistent way only.

In a symmetrical way, we have to understand Maxism@@nd Gregory of Nazianzus’s)
doctrine of deification. A human person Peter qurgs to be a human person in a consistent way
but becomes God (the only God in whom the Christlaglieve) in a paraconsistent way.

8. The Photian Epilogue

As a historian of Byzantine dogmatic discussions fegl, the paraconsistent claims of one or other
outstanding Byzantine theologian have required rogach intellectual stress for their adequate
adaptation by the official theological mainstredrhe philosophical culture of the Byzantine court
theologiansde factosecular, was one of the main obstacles. This isngortant reason why the
ByzantineDogmengeschichtevas not anyhow smooth but highly turbulent andsag properly,
cyclic. The bright logical ideas have been quickbssilised within the official “repetitive
theology,” with an inevitable effect of a new cosifon that provoked, in turn, reordering and
correcting based on new insights of other bearekmight logical intuitions for theology. Then, a
new cycle has begun.

Any paraconsistent theological claim put into thenfework of the “repetitive theology” is
fossilised in the same way as a poem paraphragechée or a joke “explained” to those who have
no sense of humour. What remains after such “remeti’ is not the genuine theological meaning
that certainly has evaporated.

The Christological ideas of Theodore the Studitertit escape the common destiny, that is,
fossilisation and confusion. The references toShelite by both sides of the quarrels on the holy
icons in the late eleventh-century Byzantium fornsudficient proof of this® It is interesting,
however, to trace the reception history of Studi@hristology in earlier times.

Patriarch Photius, writing between 867 and 877eaggd Theodore’s Christological thesis
when answering to a — imaginary or not — iconoctastonent? The opponent seemed to push
Photius toward iconoclasm starting from Patriar@Xpected rejection of the Nestorian idea of the
incarnation into a particular man. He then put bef@hotius an alternative: the Logos incarnated
into either particular mantgv éni pépovg [GvOpwmov]) or the man in generakdv kaBo6Aov
avOpornov) [48, pp. 14-15]. Photius’s answer is “NeithertllBwing the Studite, he wrote: “We say
that even if he [the Logos] assumed human natheel.0gos exhibits [its] featuregliomatg as his
own.”3 Certainly, Theodore’s thesis is “repeated” — ia $ense of “repetitive theology,” at least.

Nevertheless, a new problem arose, and, so fegmains unknown in what extent Photius
resolved it or, at least, realised®itin the present answer, Photius failed to provideeaplicit
treatment of distinction between the notions o&“than in general” and “the human nature.” As the
first step, he follows an argument of the earlmniophilic theologians stating that “the man in
general” that is not instantiated in any particilaman individual is an abstraction without anyl rea
content and, therefore, is incompatible with theditg of the incarnatiori”

Then, however, he uses against his opponent aaadhasgument of the anti-Chalcedonians
against the Chalcedonians, known since, at lea$t]19, the discussion between Severus of Antioch
and the Chalcedonian Sergius the Grammafiaiiie common is to be seen in plurality of
hypostases; thus, if Christ is “the man in geneta# must have many hypostases, viz. those of the
whole human genu¥.
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This argument is at odds with the previous onéthié man in general” is a mere abstraction, as it
has been just stated, it contains no hypostasa aut if “the man in general” is to be instanéic
in plurality of hypostases, it is not a mere algdtom. If it is not a mere abstraction — which wias,
Byzantium, the majority opinion — one would likeknow what is the difference between “the man
in general” in this sense and the human naturenasdipy the Logos. Photius failed to provide any
explanation. He confused different understandirfgsnoversaliaand, apparently without knowing,
repeated a standard anti-Chalcedonian argumerthidnway, his argumentation was in a mirror
symmetry with Nicephorus’s verbal “Nestorianism.”

Photius did not look for a recourse to the paraisteiscy. Instead, he added two more
arguments — demonstrating in what extent the \aag iof logical paraconsistency was repulsive to
him. The following two questions [48, p. 15.11-19] immediately after the argument we have just

guoted:

oopPoiver 88 Kol pn etvor HUiv  odTov
Opoovoov: avoinedévtog yap tod KaOOLOL
avipomov €v t@ 0Oed AOY® O0VKETL MUETS
avBpomor Aeybeinuev: méOev  yap toVTO
vmapEel NUilv, kol kaTd Ti KOW®VAoOoUEV 1A
Xpo1d ;

npdc &' ol TOig eipnuévorg koi Erepov HmapEet
atomnua, TO TOV AVOpOTOV EKOCTOV  Koi
dvOpmmov eivon Koi pur EvOpwmov: EKacTog Yop
NUGV Katd TOV AAN0n Adyov dvBpondc Eoti te
Kai ovopaletar tod 8¢ kaboAov, Kab' 0 Tavteg
dvOpwmot gtvar EAéyovto, mopd oD Og0d Adyou

Moreover, it follows [from the supposition of
the incarnation into the man in general] that he
[the Logos] is not consubstantial to us. Indeed,
if the man in general is assumed into the God
Logos, we are no longer to be called men.|On
what ground he will be s&¢, consubstantial

to us, and in what sense we will have
communion with Christ?

Moreover, in addition to the already said, there
will be another absurdity: everybody from the
men would be man and not man. Everybody
from us is in the true sense man and is [sO]
called. However, if the general, according|to
which all [men] are called to be men, |is
assumed 4c, withdrawn] by the God Logos,

how we will be men?

avaAneOévtoc, Tdc Eodpueba dvOpwmot ;

In both questions, the humanity supposedly assumyeithe Logos is taken as different from our
humanity — without becoming, however, a humanityaofindividual human being. If the universal
humanity is assumed by the Logos, it becomes vatlidrfrom us. Photius showed a clear intuition
that the universal humanity could not be sharedh w& by the Logos in any consistent way, and,
therefore, he provided his example of bad incoestst where we are both to be and to be not men.
Photius, thus, tried to avoid dealing with the gahéiumanity in his Incarnation doctrine and,
instead, explained the Incarnation as assumingehtimandiomataby the Logos. Nevertheless,
he had no option to stop calling this fact “asswgrohthe humamature” Then, what means, in this
text of Photius, the notion “nature”, if he cleadistinguished it from the general humanitygi{
kaB6Aov), “according to which all [men] are called to bem? | guess that this problem has never
been thought through by Photius.

This example of Photius shows that if you throwapansistency out of the door, it will
come back through the window — in this case, thihaugonfused usage of the terms for universals.

9. Conclusion

Theodore the Studite has been forced to explain thieynormal rule of superposition of the
classical categoriegpoig + idibpara = vroéctacic, does not work in the case of Jesus: not because
this rule is erroneous but exactly because it igect. Its correctness becomes forceless, thus
showing the paraconsistent logic of the divine inaéion overcoming the consistency of human
rationality.
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If Jesus’'s human features are not accidental, geesphat the iconoclasts claimed, the only
remaining solution within the framework of the “N@talcedonian” Christology is paraconsistent.
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Notes

1. Octoechos, theotokion dogmatikon, toneyfo€ Bopvc), inc. Mytnp pév éyvaosbne. Cf., for bibliography, [12, p.
425], [47, p. 244]. Cp. the complete text in Englisanslation by Fr. Lawrence (Campbell) of Jorddmylater monk
John): “Thou wast known as a Mother beyond nat@r&heotokos; Yet thou didst remain a Virgin beyoedson and
understanding; no tongue can expound the maruwblyofhild-bearing; for while thy conceiving, O Pu@ae, was
wondrous, the manner of thy child bearing cannatdraprehended, for wherever God wills the ordaraitire is
overthrown. Therefore as we all acknowledge themetthe Theotokos we implore thee insistently:risede that our
souls may be saved.” The traditional attributiodobin of Damascus is not certain but, at leastpborated with the
manuscript tradition [50].

2. For the overwhelming “Aristotelian” rationalism #6hn Philoponoscé 490-ca 570) that resulted into his so-called
“Tritheism”, [46], [11]. Cf., for a larger historat context, [35passini.

3. For Barlaam the Calabrian’sg 1290-1348) logical scepticism in theology — aitude diametrically opposite to
that of John Philoponos — [41], [42], [15]. Frontpbgical point of view, the most detailed explanatif the difference
between the approaches of Barlaam and Gregory Ralasprovided by Ivan Christov (the only scholdnow
approached the sources having a logical trainirfgaitkground) [51].
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4. Whether these connectives have the same meanalgpiassible logics, is a controversial matter talcore of the
modern discussion on the logical pluralism, namglyralism about the very notion of logical conseagce; cf., for a
pluralist viewpoint [7] and for a monist viewpoil¥9, pp. 194-209]. Be this as it may, for the Bythamthinkers, a
fundamental unity othelogic on the level of connectives — but not onlthesl of the Aristotelian so-called “laws” —
seems to me certain.

5. Cf., as an up-to-dated introduction to the fiel8][4As a short introduction [38].

6. Cf., for a review of different theologies relat& Byzantium [35].

7. See for details [28], [2], [3].

8. As a textbook view of the pre-lconoclastic epdaliould quote the definition of the anonymousifegium

Doctrina Patrum de incarnatione Dei Verfmia 700):006v yap &1epdv €otv 1 HO0TAGIG KATA TOVG BE0POPOLS
natépag §| ovsia petd tdv idwpdrov “thus, the hypostasis is, according to the Godihgdrathers, nothing than the
essence with (its) features” [10, p. 72.1-2].

9. Cf. [35], [29], [18], [20], [21].

10. See Dirk Krausmuiller's series of three artidafNicetas Stethatos [19], [17], [16].

11. For the late ninth century, see below, se@idior Photius’s attitude.

12. For a detailed account of his Christologicekis, see [35], [29].

13. Nicephorus of Constantinopkentirrheticusl, 22; [36, col. 252 Blovdeic yap td@v vodv &govimv dmopoveital, ote
Tov Adyov mabfpata eépety, ovte THg copKog Ta Badpate HTOARYETAL.
14.°0 povoyevig Yioc kai Adyog oD @gob... otawpwdeig te, Xpiote 0 Oedg...

15. Antirrheticuslll, 18-19; [44, cols. 397 D-404].

16. Cf. “First then this at least is obviously trtieat the word ‘be’ or ‘not be’ has a definite mawy, so that not
everything will be so and soMetaphysicdV.4) [5, p.1589].

17. Nouveaux essais sur I'entendement hurgjr2 [25, p. 361].

18. See [8].

19. Cf. [37], [49].

20. On the actistism [35], [28].

21. See especially [22].

22. Cf. [45].

23. For Damian and his triadology [11], [35]. Theshcomplete bibliography in [27].

24. [14, pp. 44-45].

25. Basil of CaesareAdversus Eunomiun2 [6, col. 640.27-30].

26. A number of Bohr’'s works on this principle agdressing an audience with philosophical intefestsvithout any
special training in physics. See most of them 0}.[4
27. Cf. [1], [9]. To this approach focused on cadiction, add the treatment of identity [13]. Styicpeaking, these
logics are inconsistent in a different way thart tha are dealing with now; cf., for a detailed ewi[34].

28. As the best analysis of the doctrine in quedi23].

29. Cf., for the problems related to the ordeihim Trinity or the lack thereof [31] and [26].

30. Cf., for in what sense “three” in the Holy Tityncould be called “number” and similar probler2§].

31. See [33].

32. S. an analysis within the historical contexfdh

33. [48, p. 15.27-28kéyouev 811 dveraPeto pev v avBponeiov gpdoty, € avtod 8¢ 6 AdYoC TopEcyE T IB1DUATA.
34. The dogmatic views of Photius are studied ssirgly little, especially in their central topiChristology.
Therefore, below, we will interpret one short teytPhotius in a very preliminary manner.

35. “For if Christ had assumed a general manwoisld mean that He did not become man in realitin@ensual
[perception] but only in thought and imaginatioar(§uch is the existence of general things). Anithis case He would
not have been circumscribed in space accordingiteaim nature, for general things are not circumedrib space” (tr.
by Baranov [33, p. 372]}i p&v yap tov kaboiov GvBpomov dveldfeto 6 Xpiotodc, ovpPaivel avtov un kad’ dmapév
und’ év aictnoet yevésbar GvBpwmog, GAN' émvoig povn kai eavtaci, abtn yap 1 tod kaboiov trnapéig (lines 3-7; [48,
pp. 14-15]).

36. [24, pp. 166-172/130-134 (txt/tr.)]. The redavchapter I, 18 is entitled “Investigatio cordtibnis clare
significans hanc assertionem: ‘Christus est in daaubstantiis secundum commune substantigeolc-B.L ]
significationem guwars oy aaaxs)’ ad stultissimam ducere blasphemiasuilicetad id, quod sancta Trinitas toti
humanitatis generi incarnata censeatur” [24, pp/13D]. For further literature, see above, note 9.

37.[48, p. 15.8-11Fn 6¢ kai €i oV kaBorov GvBpwmov dverdapeto 0 Xp1oTdg, 10 68 kabdAov T0UTo 0TIV, TO &V
moAAaIg VtooTdoest Bempovuevoy, £otal 6 Xplotdc, £mel TOV KaBOAoL dveiineev dvBpwmov, bTooTdcelg ToAAL,
udrrov 6¢ drepor (“And also: if Christ assumed the man in genetan, given that the general is seen in many
hypostases, Christ would be, since he assumedahamygeneral, many hypostases or, more exacfipjte [number
thereof]”).
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Tudor PetzuDear Dr. Rico Vitz, as far as | understand, tgigor the first time that you are visiting
Romania. And | would be tempted to mention thathsaisit is a truly blessed one considering that
you came to Ig, the capital of the ex-Kingdom of Romania andymlsol of Romanian spirituality.
That's why | am asking you to tell me how was yfat contact with Romania and how meaningful
was the spiritual experience of being igila

Rico Vitz Greetings, Tudor. It’s nice to speak with youiaga

That's right. | had been to a number of Europeamtaes, but | had never been to Romania. So, | was
looking forward not only to attending the inaugum@nference of the International Orthodox
Theological Association (IOTA) but also to seeihg tountry. My experience ofsiavas wonderful. It

is a lovely city with a rich history, both politicand religious. And since the conference took @lac
shortly after the Feast of the Nativity, the citgsyparticularly charming in its Christmas decor.

Honestly, the spiritual experience of being igi land visiting some of the local monasteries was th
most meaningful aspect of my time in Romania. Gndhe hand, this was due to the conference itself
since it was a remarkable blessing to have the ryppity to pray and to dialogue not only with
Orthodox scholars from around the world but alsthwie non-Orthodox “ecumenical observers” in
attendance. On the other hand, this was due todhgresence of Orthodox Christianity in the @ty

its surrounding areas. It seemed as if there wer@réhodox treasure at every turn: e.g., a cathedra
church, a monument, a museum, a bookstore, a deadbirine, and so forth. When | came home, |
explained my experience to my family and friends thiay: the presence of Orthodoxy in Romania is
like the presence of Starbucks Coffee shops ituthe. In Romania, Orthodoxy is everywhere!
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Tudor Petzult's well-known that you are an American philosepconverted to Orthodoxy so | would
like you to explain to me what's the main treasofrd&omanian Orthodoxy that you have found. In
other words, how would you characterise your exgex@ as American convert to Orthodoxy on the
soil of a traditionally Orthodox country?

Rico Vitz What | found most remarkable was the way thatygheng in Romania seemed to be, so to
speak, “fully saturated” with Orthodox Christiani#ys | said, at every turn | encountered a richness
and depth of faith both in things, like churcheg] & people, not only among monastics and clergy b
also among the laity. And | encountered it not anlthe more deeply devout and pious, but also in
those whose families are still struggling to regotlee wealth of personal faith that the communists
tried so mightily to steal.

Tudor PetzuWe know very well what a Romanian can learn fldmerica (and there are truly a lot of
things, especially if we should talk about freedand democracy), but what can an American learn
from Romania, especially from a spiritual pointvaw?

Rico Vitz In all honesty, | am particularly in awe of the@rRanian people for their ability to have
maintained any semblance of faith despite the insmgrersecution they faced over the past century. |
am also moved by the kindness of nearly every Raanaperson | have met both in the U. S. and in
Romania. It’s really a rather remarkable pair @ity to find in people: that is, both to be so fym
resilient and to be so kind. On these points, was@ians in the U. S. have much to learn from our
Romanian brothers and sisters, especially in thesmonious times.

Tudor Petzulf you should talk to your American friends abdhé Relics of Saint Paraskeva, what
would you tell them?

Rico Vitz I've tried to convey both the aesthetic sensw/ioét it was like to be in that holy space and
the meaningfulness of the experience. Conveyingeseamblance of the aesthetic sense to my friends
and family in California has been reasonably edsywumber of them have been blessed with the
opportunity to venerate the incorrupt relics of Eihn Maximovitch at Holy Virgin Cathedral in San
Francisco. They have some sense of what it istbkenter an awe-inspiring nave and to approach a
holy shrine. For those who have not, I've done megtlto describe the beauty and sanctity of the
Metropolitan Cathedral in $a

To understand the meaningfulness of the experieam@has to have an understanding both of the life
of St. Paraskeva and of the significance of thernamon of saints. Reading and re-telling the life o
St. Paraskeva has been useful for helping otherd fer helping me!) to appreciate this amazing
woman of God. As for understanding the communiosaifits, most of my traditional Christian family
and friends “get it,” but | suspect some of my Bstént friends do not. God willing, in time, thageo
don’t will come to understand and appreciate maly the significance and power of the “great cloud
of witnesses” whose earthly lives are a withnessst@nd whose heavenly intercession is a blessing fo
us.

Tudor Petzu Do you think that this international conferenceyamised by IOTA in Igi was an

opportunity for Orthodox American philosophy to bee more well-known in a traditionally

Orthodox country, such as Romania?

Rico Vitz Yes, | believe the inaugural conference of thterimational Orthodox Theological Association

(IOTA) did present an opportunity for the work ofdtish-speaking philosophers, especially those of
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us from the U. S. and the U.K., to become more Wwabwn in central and eastern European countries
and elsewhere where Orthodox Christianity is thgoritg religion. | also believe that it presented a

opportunity for us, English-speaking philosophéoshecome better acquainted with the philosophical
and theological work that is being done by our acaid colleagues and spiritual brethren of those

countries.

My hope is that the conference will lead to greatésraction and collaboration among us all, arat th
this work will make meaningful contributions in oefforts to work out our salvation, by loving God
and loving our neighbors. That is my hope. Wibét realized? We'll see, as God wills it.
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