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Abstract

Essential properties are usually thought as pregsethat things must always
possess, whereas accidental properties are coegi@sr changeable. In this
paper, we challenge this traditional view. We argjug in some important
cases, such as social or biological developmenfaae not only the change of
accidents, but also the change of essences. Tgzandilis kind of change we
propose an alternative view on the relations betmtee modalities and time.
Some properties might be necessary or possibla tbing in a classical sense
throughout its existence, whereas others might dmegsary or possible only
for some restricted periods. We distinguish theeefabsolute, prospective,
retrospective, and relative modalities. As we argtleese non-classical
concepts of modality are useful in analysis of s@uezling case of seemingly
changing essences.

Keywords essentialism, modality, necessity, essential gaan

1. Introduction

Usually essences are thought to be necessary asditithangeable. Essential properties of things
are considered to be properties that things mussgss, whereas accidental properties might or
might not be possessed. The modal status of prepeghtails their relation to time. Necessary
properties are properties that things always hatereas contingent properties might change over
time. Things can gain some new accidents, and @ss dome old ones, but their essences remain
the same. We would like to challenge this tradaioview. We believe that in some cases it is
possible to speak not only about changing accidéntsalso about changing essences. It seems that
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in such phenomena as development or decline thingght change their modal properties.
Something that was possible in one stage of a psongght become impossible in another, and
conversely, something necessary at one time mightdut to be contingent in another. In other
words, in some cases essences might turn intoedsiénd accidents might become essences. The
standard view on the relations between essencedalities, and time, which excludes such
transformation, should therefore be revised.

It is clear that the classical concept of essemu®lves permanence in time. Though
Aristotle’s notorious expression denoting esseock en einailiterally means “the what ivasto
be”, it was generally understood as “the whas ito be”, where “is” was thought to be timeless
[14]. Essence was therefore traditionally thoughtagproperty or properties belonging to a thing
during all its existence. If P is essential propest x, thenx cannot gain and lose P, but must
possess it all the time it exists. The oppositeyehwer, does not hold. Some accidents might belong
to a thing for all its time, but this does not mdkem essences. Porphyry in his commentary on
Aristotle’s Categoriesgave famous examples: being black, for ravens,rasitoility, for a human
being [16, p. 12]. These properties, accordingl&ssical view, were not essential, even if were
possessed by ravens and man throughout their wif@ld?ermanence was therefore thought as
necessary, though not sufficient condition of egabty.

This kind of link between essentiality and permamehas been strengthened by modern
modalism, that is a view connecting essentialitthwiecessity. In this account essential properties
are identified with those which are necessary forobject. The concept of necessity even more
overtly involves permanence. If P is necessary gmgpofX, then obviouslyk possesses it whenever
exists. Modalism has been famously criticized by Kine [8]. He argued that necessity and
essentiality differ not only in their intension,thalso extensionally: there are necessary progertie
which can hardly be recognized as essential oneshdvhatical necessary truths for instance are
formally entailed by the existence of Socrates,dunot constitute his essence in any reasonable
sense. Nevertheless, Fine and his followers, thoaigjued that necessity is not a sufficient
condition of essentiality, have never doubted that its necessary condition (see [8, p. 4]; [B2,
211]. Being necessary does not entail being esdemtiit essentiality entails necessity. Since
classical necessity entails permanence in tinmagdns again that essences are permanent.

Indeed, it seems plausible that permanent or nagegs classical sense) properties of
things are not always essential for them. The dogmmech we want to challenge here, however
says the opposite, namely that essential propateslways permanent or necessary (in classical
sense). This claim seems to be shared by all depptrties. We believe that the criticism of the
modalism should be extended. Modalism claims thassocal necessity is both sufficient and
necessary condition of essentiality. It criticsuaad that it is not sufficient, we believe thatsitalso
unnecessary. In our view, the concept of essengétrimivolve many different kinds of necessity,
not the classical one. Loosening of the link betwessence and necessity makes a space for the
concept of changing nature. Therefore, in this pape would like to sketch a conceptual
framework for new combinations of essentiality ammde. We would like to distinguish a few
possible concepts of essences. Some propertiest lnggmecessary for a thing throughout its
existence, whereas others might be necessary onlgdme periods. Thus, apart from classical
absolute essences there are also non-classicaldlatese types. It seems that the traditional view
is only a particular case of a more general andcerdgnamic stance. It turns out that the concept of
essence might be connected with many different eqaiscof necessity. The classical necessity, i.e.
entailing permanence, is not necessary for beiagrgml. It is not only insufficient, as was argued
by critics of modalism, but also unnecessary coolitor essentiality.

First, in Section 2, we would like to point out semuzzling examples from various fields,
which highlight the need to reconsider the standéetv on essences. The simplest case is taken
from sociology; more complicated cases are borrofeech theology and biology. All these case
pose obvious difficulties for a classical views @hido not allow changing essences. These
examples, as we argue, cannot be also easily dsdus a simple framework of possible worlds.
Second, in order to analyze these puzzling caseg]istinguish in Sections 3 and 4 four concepts
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of modality: absolute, prospective, retrospectiaed relative, which lead to various concepts of
essence. We define these concepts using a logaaletvork generally inspired by a branching
approach to time and modality (see [21], [13] fengral overview). We do not however stick to
any particular version of this well-developed theoRather, we use some of its concepts and
intuitions to construct a very simple framework ahe@ to our purposes. Finally, in Section 5, we
attempt to use that framework to interpret nonsitad cases discussed in Section 2. We believe
that the proposed temporal extension of classissémialism might help in clarifying intuitions
concerning modalities changing over time.

2. Three Modal Puzzles

Now we would like to introduce a few examples thiabw that in some cases it is plausible to speak
about changing essences. Things can undergo ddefpgioal changes, which are much more
radical than simple accidental modification, bus tthoes not lead to the destruction of these things
This kind of change is neglected in the classicalv

2.1. Internalization

The first and the simplest example comes from $ogiyo Peter Berger and Thomas Luckmann
investigated the complex process of the constroabiosocial reality. Briefly, it consists of three
fundamental stages: externalization, objectifiaatiand internalization. People constantly define
their own reality, afterwards treat it as indeparidand finally transmit it to their children. Thay
people act is fundamentally contingent. We couldode, fix, and transmit completely different
ways of behaving. Nevertheless, in the processiternalization the results of occasional human
activity obtain the independent status of inevitgbi

The child does not internalize the world . . . a® @f many possible worlds. He
internalizes it as the world, the only existent antly conceivable world, the workdut
court . . . Primary socialization thus accomplishestimahindsight, of course) may be
seen as the most important confidence trick thategp plays on the individual — to
make appear as necessity what is in fact a buridlendingencies [3, pp. 154-5].

In other words, in the process of internalizatioms accidental and external characteristics, ssich a
those that are default ways of acting in a giveoietp, become essential and internal for
individuals. If we were born and brought up in &eatent society, we would think and act in
different ways, but once we successfully pass tjinailhe process of primary internalization in a
determined society, we treat some particular waykioking and acting as fairly natural and in fact
necessary.

Berger and Luckmann argue that primary socialirasan principle irreversible. The world
internalized in this process is so deeply entredicime consciousness that one cannot simply
abandon it or distance oneself from it:

Our analysis suggests that such distance is onbsilple with regard to realities
internalized in secondary socialization. If it exds to the realities internalized in
primary socialization, we are in the domain of whamerican psychiatry calls
“psychopathy,” which implies a deficient formatiohidentity [3, p. 230].

This means that the image of the world receivedarty childhood constitutes the very essence of
human identity. The results of secondary sociabmaih school or a place of work are perceived as
much more accidental. One can learn new thing®ange social roles without undermining one’s
fundamental sense of reality.



This sociological example of changing essence miffieom classical cases, not only — as we
suggested — because the essence changes in thidoaslso because it is somehow subjective.
Social reality depends on the definitions accefitgdhe members of a society. To be real in a
social world is to be taken as real. Moreover,ltss of acquired essence does not literally lead to
the cessation of the individual existence. The lafsthe primary image of the world presumably
leads to psychopathy, but not necessarily to seicithis is the exact the point of difference
between the sociological example and the two fahgwcases taken from theology and biology,
where essences are thought to be perfectly obgectiv

2. 2. Augustine

The second example is the most ancient and vemeraivice it comes from St Augustine. He
suggests in a few passages that the religious @@went of humankind, starting with creation of
human beings and ending in their salvation, mightséen as a series of transformations of human
nature. In the first place, humankind in Eden calddthings that would be impossible for them in
the final stage, in heaven. Augustine writes:

The first freedom of the will was therefore to b#eanot to sin; the final freedom will
be much greater: not to be able to sin. The finshortality was to be able not to die; the
final immortality will be much greater. not to béla to die. The first power of
perseverance was to be able not to abandon the; gbed final happiness of
perseverance will be not to be able to abandomdoel. The final goods will be better
and more powerful [1, p. 214].

According to Augustine, at the beginning of creatltuman beings could sin or not spo¢se
peccare et posse non pecoarehereas at the end of salvation humankind vall lne able to sin
(non posse peccaye

Augustine used this idea of modal transformatiortlaoify the sense of the Fall and the
Redemption. Due to Adam’s original sin humankinsit lthe possibility of not sinningp¢sse non
peccarg¢ and was left with the mere possibility of sinni(@psse peccaje After the Fall human
beings could nohot sin. The Redemption fortunately restored thisuaed human nature. Due to
Christ’s actions, human beings again acquired tssipility of not sinning fosse non peccare
Finally, our future Salvation will consist in thask irreversible modal change, which will exclude
the possibility of sin [1, pp. 213-5].

Regardless of the subtlety of these theologicatergtit seems that, for Augustine, human
nature is substantially changeable. It allowed sqgossibilities at first that afterwards were
apparently excluded. The essence of a human basgherefore thought to be dynamic, not static.
This view obviously calls for a revision of the €t&cal concept of essence.

2.3. Jellyfish

A similar example of a changing nature might benfibin biology. We would like to focus on the
lifecycle of a jellyfish. Most jellyfish start theexistence in a larval form, after some time tfarma
into a stationary polyp, and later undergo thelfirensformation, which results in an adult medusa.
Such a description suggests the presence of sordal pmperties. First, it seems that a jellyfish
has to possess the property of “being a larvastone time at the beginning of its life. Seconds it
possible for a jellyfish to stop being a larva, lehstill continuing its existence as a polyp arftera
some time spent in a polyp stage, it is also ptesédy it to stop being a polyp and become an adult
medusa. Third, after reaching the adult stagenbisonger possible for a jellyfish to stop being a
adult medusa and yet continue its existence.

However, there are exceptions form the above “staticpattern:



[A] unigue case of ontogeny reversal has been tegdyy Bavestrello et al. (1992), in
which newly released, sexually immature medusag&urfitopsis nutriculaMcCrady,
1859, regressed, settled onto a substrate, andrgg@veo stolons and hydroid colonies
[15, p. 302].

It turns out that exemplars diurritopsis nutriculajellyfish are able to return to the polyp stage
even after reaching adulthood. Because the cydieioig an adult medusa and reverting to a polyp
can — at least in some perfect environmental cmmdit— go onad infinitum the Turritopsis
nutricula jellyfish does not have a limited life span. Withthis peculiar life cycle it is no longer
impossible to continue existence despite losingpttogperty of being an adult medusa, due to the
fact that existence may be continued in a form pblgp.

This biological example shows that variations indagproperties occur both within the life
cycle of a single jellyfish and between the lifecleg of jellyfish belonging to different species.
Jellyfish with “standard” life cycles may acquireet modal property of being an adult medusa,
which then cannot be lost as long as the jellyfigds. Because of this, their modal properties can
change during their lifetime. The property of beargadult medusa does not have the same modal
status in the life cycle ofurritopsis nutricula as these jellyfish can live after losing this pnape
Because of this, we may speak about modal diffeehetween the life cycles of various species.
Modal properties like “being a larva”, “being a ppl, and “being an adult medusa” seems to be
good candidates for essential properties as thieyrdae what an entity is at different stages of it
development [6], [7]. However, their status canpetcharacterized within a theory that only allows
for essential properties that have to be possessatimoments of an object’s existence.

Now, it seems that all these examples challengecldsical essentialism. Apparently in
some cases things can change their essences. Deimpgocess of ontological development things
lose some former possibilities and gain new ones.w® saw, this process might be either
irreversible, as in the cases of primary socialatfinal salvation, and adultness of ordinary
jellyfish, or reversible, as in the cases of seempdsocialization, original sin, and becoming an
adult Turritopsis nutricula These processes can hardly be described as naa@tiental changes.
We find it perfectly plausible to say that thesegis change their modal properties, so they also
change their essences. Something that was possibkecessary at one stage becomes necessary or
possible in another. This is exactly what mighthked a change of essence.

3. Four Kinds of Modal Properties

Now we would like to sketch a general conceptumtiework for expressing the modal intuition of
dynamic essences. First of all we would like to egafize the previous puzzling examples and
distinguish a few kinds of modal properties. Beeaokthat, in the next section, we shall propose a
conceptual scheme inspired by a branching apprietiime.

Let us consider some episodes from the life ofahity named “Kant”. The existence of
Kant started at a moment At that time Kant was identical to an embryo aoddid not possess a
brain. However, this situation only lasted untlager momentg, at which Kant developed a human
nervous system. Let us focus first on two of Kapi'sperties: the property of having a brain and
the property of being an embryo.

Having a brain can plausibly be considered an désseproperty of Kant. First, after
moment £ one important answer to the question “What is Kaothsists in stating that Kant is a
brain-possessing creature. Second, having a bedérrdines much of the Kant's other properties,
and facts about Kant's brain may be used in explgirhis actions [5]. Third, and the most
important, having a brain seems to involve someahadpect. While Kant does not possess brain
at every period of his life, after momegtit is impossible for Kant to lose his brain with@easing
to exist (it is a so-called “phasal property”; $2g [10]).

Being an embryo alseeems to be an essential property of Kant (seg [B38] for a similar
example). It also determines what Kant was in tiityestages of his development. Similarly to the
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case of having a brain, being an embryo is notaadteristic that Kant possessed for his whole
life: at a certain momeng tkant lost this property. Despite this, the propert being an embryo
also possesses a modal component. It seems thainaénts earlier thar it was impossible for
Kant to not be an embryo.

These two examples suggest that Kant both gainddcmh essential properties during his
lifetime: at i he gained the property of having a brain, whilésdte lost the property of being an
embryo. We may also consider other properties, lwikmuld be possessed for some time and in
some broad sense might be called essential. Fanices, being a philosopher is neither a property
that Kant had at all moment of his life, nor a prdp that could not be lost after obtaining it. In
such a case, is there a sense in which being asplpiher may be an essential, and so a necessary
property of Kant? We may imagine that for Kant lgemphilosopher, a property gained by him at
some momentct was a deeply internalized aspect of his persiynalihich could not be lost in a
short period of time, but only due to a lengthygass in which Kant's personality would be
gradually transformed (see [19] for a similar ititan). If this is right, then we can state that it
would have been impossible for Kant to stop beimpgh#gosopher during a certain, finite period of
time after ¢ In other words, all temporally shorter ways obitg the property of being a
philosopher would have led to the end of Kant'stence.

Of course, apart from the above three peculiar «iotl essential properties that can be
gained or lost (or both) in time, Kant may be aflescribed as possessing more standard ones.
Probably being d@aomo sapienserves as a plausible example of an essentiakgyothat Kant
possessed at every moment of his existence, wieidohld not exist without.

It seems therefore that there are different tydesseential properties, some of which may
be gained or lost during the life history of aneatj All these essential properties involve a modal
component, since it may be stated that they asoime way necessary for an object that possess
them.

It should be noted that the further consideratdm#ot rely on our accepting the story about
Kant as entirely true. One may doubt whether Kaally existed before the development of his
brain or whether it is possible to internalize toée of philosopher so strongly that it cannot be
rapidly lost. What is important is to observe teamebody may rationally accept the above story
about Kant and his essential properties. Thus, eedna theory to explain the meaning of
statements attributing different types of esseityiaand so different types of necessity, to Kant’s
properties.

Of course, one may simply reject the above prolbgnstating that the properties that an
object cannot lose but can lack at some periodts dife, like “having a brain”, are not necessary
properties and so are not essential [18]. Fromphrspective only properties that an object cannot
lack, like “being ahomo sapiers deserve the status of being essential. Whiléh quasition is
internally coherent, we believe that it is misguideom a methodological point of view. According
to our pre-theoretical intuitions objects may haeoene special properties that determine what a
given object is and are such that object in someeséhas to” possess them. These properties may
be called “essential” and the role of a philosophibeory is to explain more precisely what the
essentiality of properties means in accordance hatic intuitions. It seems to us that properties
like “having a brain” in the story about Kant camibtuitively regarded as essential.

4. Modal Histories Framework

Now we would like to propose a simple formal franoekvfor dynamic essences. First, we will
introduce two sets — one representing time, andrepresenting qualities — then we shall combine
them to arrive at the concept of a modal historyaofobject, which serves as a basis for further
definitions of various kinds of necessities detering different types of essential properties.

The first set, T ={..., ¢ t, ...}, is an infinite set of moments linearly orddréy the
asymmetric (and so irreflexive) but transitive tiglais later than In addition, momentsand & are
successor§f ty is later than;t but there is no moment later thaartd earlier thant
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The second set, Q = {A, B, C,...}, is a nonempty whbse elements are maximal sets of
properties (MSP), excluding properties concerningo@ject’'s existence at a particular moment
(e.g., “exists atjt). A set of properties is maximal if and only drfany property F, either F or ~F
belongs to the set.

A Cartesian product Q x T is a nonempty sa¥i@P at timesQT ={...,<A,t1>, <B,t>,...}.
Now, by referring to the set QT, the crucial notafrthe proposed framework, modal history of an
objectx, may be characterized.

The modal history of an object, MH(X), is a structure composed MSP at times
containing allMSP at timeghatx can have during its existence and only thg&P at times For
example, if <A, > does not belong to the M¥( then the entitx cannot exist at moment in a
way characterized by A. Further, in the contextraddal historiesMSP at timeswill be called
points of a modal history

Because a modal history is a structure, thereredagion organizing the points of a modal
history. More precisely, a relation is needed th@scribes how the properties of an object can
change in subsequent moments. This relation casmply be thds later thanrelation connecting
moments, as in this case all points containingeramoments would be connected with all points
that contain later moments. Such a solution wromgigludes modal histories which, for example,
includes points <A,;b, <B, t>, and <C, £>, but in which an object can be as it is charaterby
C at ¢ only if at the previous moment it possessed ptasemcluded in A (and not those included
in B).

We propose the introduction of an asymmetric ardamsitive relation oimodal binding
that may connect points containing subsequent mtemdrsome points <A,* and <B, > stand
in such a relations, it means that if an objectspeses A-properties at then at it can possess B-
properties. What is more, we may define that atgoof a modal history is in the asymmetric and
transitive relation obeing further (<) than pointg of this modal history iff there is a chain of
modally boundegboints whose first element gsand last ik. If one point is further than another,
then there is a pattern of changes that can lead firoperties possessed at the earlier point to
properties possessed at the further point.

A modal history can have a branching shape. Le&oasider a very simple example of such
a history (lines representodal bindingelations) (Fig. 1):

<B,t2>

<At1>

<C,t2>
Fig. 1 A simple branching modal history.

According to the above diagram, an object can @it at two moments; tand a successive
moment £ At moment {it can exist if and only if it has properties bejamg to the maximal set A.
However, at4 it can exist in two different ways: having propestoelonging to the maximal set B
or having propertiebelonging to the maximal set C.

Up to this point, the framework of modal historiegy seem analogous to models of
branching-time, which describe tree-like structwesiposed of moments ordered big dater than
relation [21], [13]. Indeed, similarly to the brdmieg-time approach, the properties of Beelation
and the ordering of moments in the set T forbidklead structures (e.g., in whichits later than
to) and reflexive structures (e.g., in whighd later from itself).

However, branching-time models usually put addalomestrictions on the permitted
structures. Most notably, in standard branching etedtructures can branch only towards the
future, but not into the past. More formally, itassumed that if is later than;tand  is later than
tj, then {=t; or § is later than;t or { is later than;t Because of this, the structures described in
branching-time models may intuitively be callede#tlike”, or described as possessing many
“branches” resulting from a single “trunk”. Howeyéir we look for a framework describing the
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ways in which an object can be at earlier and latements, an analogous constraint should not be
postulated in the case of modal histories. Letamsitler another very simple modal history (Fig. 2):

<At1>

\
<BJ1>///////

Fig. 2 A modal history that branches
towards the pax

According to that diagram, an object acan exist as having properties belonging to theimal

set A or as having properties belonging to the makiset B. However, in the successive momgnt t
it can exist only as having properties belongingh® maximal set C. The presence of such “modal
bottlenecks” cannot ba priori rejected; in fact they may be quite popular, aman®dal histories
that branch towards the past should be permittedaphorically speaking, modal histories often do
not resemble well-groomed trees, but rather theorhes beloved of postmodern thinkers.

In addition, in the characterization of modal higs it is not even assumed that for any two
points of the history, gand g, it is the case that;gg, or g<g;. In other words, a single modal
history may be composed of unconnected “branchex’us consider a simple modal history once
more (Fig. 3):

<C,t2>

<At1>—<B,t2>

<Bt1>——-<C,t2>

Fig. 3A modal history compose of t
unconnected branches.

An object with the modal history illustrated by tladove diagram can exist at as having
properties belonging to the maximal set A or adgraproperties belonging to the maximal set B.
What is more, at,tit can exist as having properties belonging tortteximal set B or as having
properties belonging to the maximal set C. Howeifat,has properties belonging to the maximal
set A at 1, than at 1 it can only has properties belonging to the maxkised C, and if atjtit has
properties belonging to the maximal set B, thek, &t can only have properties belonging to the
maximal set D. Again, it seems that there isangriori reason to exclude objects with such modal
histories and so histories composed of unconndutatthes should be allowed (see [5, pp. 121-23]
and the criticism in [11]).

Having characterized the notion of a modal histfrgn objectx, we may now show how it
can be used in explaining the difference in mothtius of Kant's various essential properties. The
framework of modal histories allows us to expressious intuitively true modal statements
concerning Kant. For example, it seems plausité¢ ithvould have been possible for Kant to start
his life with properties different to those thatdtually possessed. In such a case, in Kant's moda
history there would be at least two minimal poititat have the same moment but different MSP
(see Fig. 2).

Some more extravagant modal claims concerning Kamespond to some structures of
modal histories. For instance, one may claim thatas possible for Kant to have been born in
Berlin and that in this case his life would havem&ompletely different (he was actually born in
Kdnigsberg). If this is the case, then Kant's mddatory is composed of at least two unconnected
branches (see Fig. 3). The minimal point of ongheke branches has MSP with “being born in
Berlin” as its element, while the minimal point ttfe second one has MSP with “being born in
Kdnigsberg.
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4. 1. Absolute Necessity

Let us now consider how the framework of modaldriss may help in explicating statements
concerning the necessity of essential properties s¥rt with a classical concept of necessity, then
we shall define non-classical cases. The classataiplute concept would be referred taids the
“absolute necessity”.

As stated above, “beingheomo sapierisseems to be an essential property of Kant. WHhat i
more, this property was possessed by Kant at aneryient of his life and it was impossible for
him to exist while lacking this property. In termm6a modal histories framework it can be stated
that at each point of Kant’s modal history “beinga@mo sapierisbelongs to MSP related to that
point, or simpler, that at each point of his moldatory Kant possesses “beinghamo sapieris
Because Kant’'s modal history contains all “MSP iates” that Kant could have during his
existence, the above statement expresses thehaethére would have been no possibility of Kant
existing without being Aomo sapiens.

This type of necessity can be called “absolute s&tg and defined as follows:

(D1) At any pointg; belonging modal history of an objec{MH(x)) it is absolutely necessary for
an objectx to possess a property EIfF(g;)) iff at every point belonging to MH(x) the object
possesses F.

Vg.emuce) (B4F (90 © Ygemu F (k)

Analogously, the notion of “absolute possibility’asnbe defined by stating that at some point it is
absolutely possible for an object to posses Fdfamly it has F at some point of its modal history:

(D2) At any pointg; belonging MH(x) it is absolutely possible for dnjextx to possess property
F (o4 F(g;) ) iff there is a point belonging to MH(x) thapossesses F at this point.

VgiEMH(x) (°A F(gi) < angMH(x) F(gk))

As it is easy to see, by considering the abovendefns, that if at some point of a modal histary i
is absolutely necessary for an object to possei¥eR,at this point it is also absolutely possibie
an object to possess F. What is more, if at somet jitois absolutely necessary for an object to
possess F, then at every point of its modal histas/absolutely necessary to possess F. The same
goes for absolute possibility: if it is absolutglgssible to possess F at some point, then at im0
it is absolutely possible to possess F.

In the case of Kant’s modal history, at each p#aht possesses “beingh@mo sapieris
and so at each point it is absolutely necessarkifor(and so also absolutely possible) to o
sapiens Now we can easily see that the necessity of anathKant's essential properties, “having
a brain”, cannot be absolute necessity. It is hetdase that Kant possesses “having a brain” at
every point of his modal history, since at somentsiat least those corresponding to the actual
early phase of his development, he lacks thisboaiiei

4.2. Prospective Necessity

There were some moments in the actual life of K&nthich he did not have a brain. What is more,
there are possible histories of Kant’s life in whias life ended very early such that he did nateha

a brain at all. The necessity of “having a braioi’ Kant arises from the fact that after developang
brain it is no longer possible for Kant to loseraib and continue to exist. While there may be
problems with characterizing such necessity in sewh possible worlds, it can easily be done
within the framework of modal histories. Kant passas a brain in a necessary way at some point of

11



his modal history, because at every further poenpbssesses the property of having a brain. This
type of necessity can be called “prospective nétgess1d defined as follows:

(D3) At any pointyg; belonging to MH(X) it is prospectively necessamyX to have a property F
(o~ F(g,)) iff for everygx belonging to MH(x), ify is further thang, then objeck possesses F at
Ok-

Vg eMH) (D_’ F(9) © Yg,emuco (9i < gk = F(gk)))

The notion of prospective necessity is a countérpathe temporal logic operator G (“It will
always be the case that ...”, [17, p. 13]), wh@geis true at some moment if and onlypifs true
at all later moments.

Analogously, a notion of “prospective possibilitgdn be defined:

(D4) At any pointg; belonging to MH(x) it is prospectively possible foto have a property F
(e~ F(g,)) iff there isgx belonging to MH(x) such thaj is further thang and objecix possesses F
at g

VY g.eMH(x) ("_> F(g) © 3g,emu) (9i < gi A F(gk)))

The above definitions entail that prospective fubsi follows from prospective necessityln
addition, if at some point it is prospectively nesary for an object to have F, then also it is
prospectively necessary to have F at all furthemtpo

If our modal intuitions about “having a brain” amdhnt are correct, then in the modal
history of Kant there is a point at which it is ppectively necessary, but not absolutely necessary,
for him to have a brain. In fact, a stronger staetalso seems plausible: that “having a brain”
cannot be possessed by Kant in any weaker sensethiht specified by prospective necessity.
Speaking more preciselyf, at some pointg; belonging to Kant’s modal history Kant possesses
“having a brain”, then ag; it is prospectively necessary for Kant to posséswing a brain”.
Perhaps there are more properties like having ia,bpeoperties of which it is true that if they are
possessed, they are possessed prospectively ndgessa

The notion of prospective necessity is weaker #asolute necessity. If at some point it is
absolutely necessary to possess F, then at thig pas prospectively necessary to possess F, but
not conversely. Because of this, at some pointKaft's modal history it can be prospectively
necessary for him to possess a brain, while it stdlybe true that he does not have a brain atyever
point. While there is a form of necessity conneoteéth the property of having a brain, it is a
different type to that exemplified by the absolytakcessary “being homo sapieris “Having a
brain” is a candidate for an essential propertyt ttemn be gained during an object’s history: an
object cannot lose it, but it can lack this propett some points of its existence.

One may ask, whether the notion of prospective ssiye and subsequent notions of
retrospective and relative necessities, can beesgpd in the more usual framework of possible
worlds. We believe that it can be done, in a cerntairsion of such framework, but we prefer to use
the proposed modal histories framework as it seemssts on weaker assumptions. If a necessary
property of an object is defined as a property trabbject has in all possible worlds in which it
exists [20], [23], then the notion of prospectivecessity cannot be formulated. This point can be
demonstrated by considering the property of hadngain. Unfortunately, it is not the case that
Kant has a brain at some moment in every possiloddwn which he exists, because in some
possible worlds he died in the very early stagedeselopment. What is more, a weaker statement,
according to which in each possible world where tkaxists longer than X there is a moment in
which he has a brain, is also not true. It seemBetdogically — and probably also physically —
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possible to prolong the early brainless stage afitisadevelopment for an indefinite amount of
time.

A more promising idea is to develop a “two-dimemnsild possible worlds framework, in
which properties are possessed not just in a gixad but in a world at a given time. Then, it can
be stated that a property F of an objeis prospectively necessary if and only if for gveromentt
in every world in whichx exists,x has F at every moment later thatHowever, such solution has
an important drawback. The crucial idea of our papehat an object can change its nature by
changing the modal status of its properties. Unfuately, the above solution does not leave a space
for expressing that, for example, a property F eety contingent for an objegtat one moment
but then starts to be prospectively necessarg.dbibecause while the definition of F’'s prospectiv
necessity involves time it is not a definition ok Meing prospectively necessary at a particular
time.

To amend this problem another modification of palssworlds framework is needed, which
introduces trans-world moments and an accessibiitgtion that connects certain worlds-times
pairs (analogous to our “modal binding”). If somements, like,, andt, wheret,is earlier tharn,
can belong to many possible worlds, then it castaged that F is prospectively necessaryfairt,
in world W because in every possible world, accessible trpm world W, in whichx andt,, exists,

x has F at all moments later thian Despite that F may be contingent foatt, in world W due to
the fact that not in all worlds, accessible frgnm world W, in whichx andt, exist, F is possessed
by x at all moments later thap From this perspective, every maximal branch wfaalal history of

x may be identified with a set of possible worldsickhdo not differ in respect ofs properties
through time. However, such possible worlds framdwassumes not only the possibility of
identifying objects between possible worlds, whiglproblematic on its own grounds, but also the
possibility of moments trans-world identificatiofhe possible histories framework developed in
this paper does not need any of these and utibngs an intuitive idea that an object’s lifetime
could have been different from the actual one.

4.3. Retrospective Necessity

The necessity of “being an embryo” is a mirror imay the necessity connected with “having a
brain” (at least in the context of Kant’s life). ieer of these properties was possessed by Kant at
every moment of his actual life. However, whilenids impossible for Kant to lose his brain, the
same does not hold about the property of beingnalorgo. In fact, the situation is reversed: it is
possible that Kant is an embryo at some morhdnit does not have this property at later moments;
but is it impossible that he is not an embryo ahrants earlier that.

In terms of the modal histories framework, we matesthat at least at some moments of
Kant’'s actual life it was “retrospectively necesSdor him to be an embryo, where retrospective
necessity is defined as follows:

(D5) At any pointg; belonging to MH(X) it is retrospectively necesstmyx to have a property F
(o F(g,)) iff for everygx belonging to MH(x), ify is further thangy, then objeck possesses F at

Ok-
VY g.eMH(x) (D(_F(gi) o Vg emur Gk < gi — F(gk)))

The notion of retrospective necessity is a coumterpf the temporal logic operator H (“It has
always been the case that ...”, [17, p. 32]), whdipas true at some moment if and onlypifis
true at all earlier moments.

Similarly to case of prospective modalities, theiom of “retrospective possibility” can be
characterized:
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(D6) At any poingi belonging to MH(X) it is retrospectively possibibe x to have a property F
(o~ F(g,)) iff there isgk belonging to MH(x) such thaf is further thangy and objectx possesses
F at g«

VY g.eMH(x) (°(_ F(g) © 3g,emu) Gk < gi A F(gk)))

Again, it can be easily noticed that retrospectieeessity entails retrospective possibifiti¢hat is
more, as in the case of prospective necessitypgmdctive necessity is weaker than absolute
necessity. An object can possess a property ifraspectively necessary way at some points its
modal history without having this property at adifs.

Going back to Kant's modal history, we should ptatithat at some points, corresponding
to certain stages of Kant’s actual life, it waga@epectively necessary for him to be an embryo. In
case of “having a brain” it is also plausible tswase that Kant could not possess this property
without possessing it in a prospectively necesseay. We may ask if an analogous statement
regarding “being an embryo” should also be acceptedwhether it is true that, if at some point g
belonging to Kant's modal history, Kant possess®srig an embryo”, then atigis retrospectively
necessary for Kant to be an embryo.

It seems a little less intuitive to accept the abelaim than its counterpart concerning
“having a brain”. This is because we may imagiret ih some non-actual parts of Kant’s modal
history he develops beyond the embryonic stage theh, due to some science-fiction
nanotechnology, is reversed to the earlier phdseich scenarios are possible, then the modal (and
so essential) status of “being an embryo” is naofoum across Kant's modal history and only in
some parts of it is being an embryo possessedétr@spectively necessary way.

The notion of retrospective necessity designatb#é type of necessity, different from both
absolute and prospective necessities, and so meggbeded as connected with yet another type of
essential property. Such properties do not havmetpossessed at every point of an object’'s modal
history, but if they are possessed at some pdiat) they are possessed at all earlier points theto
starting moment of an object’s existence. In otherds, if an essential property is necessary in a
prospective sense, it can be gained during thectbjexistence, but then cannot be lost before its
end. Reversely, if an essential property is necgssa retrospective sense, it can be lost duttieg
object’s existence, but the object could not ewighout it at earlier moments.

4. 4. Relative Necessity

The kind of necessity that was connected with “geirphilosopher” in Kant’s life seems to be even
weaker than prospective and retrospective necessithe property of being a philosopher can not
only be gained at some moment later then the sgantioment of an object’s existence, but can also
be lost before an object ceases to exist. Why #teuld we postulate that possessing such a
property is necessary in any sense? It is neceflsay is claimed in the earlier story concerning
Kant, after gaining this property an object hapassess it for some period of time. Further, wé wil
refer to this weak type of necessity as “relatieeessity”.

In terms of the modal histories framework the abioea can be expressed by stating that at
some point an object possesses a property in avedyanecessary way if and only if it has this
property at all further points in some range. Tarelterize the notion of “relative necessity” more
precisely, we will need to define a concept of thpper-limiting set of points of MH(x)” and
“lower-limiting set of points of MH(x)":

(D7) GtijP is a upper-limiting set of points of a MH(x) ifconly if elements o@txjup are all

points of MH(x) whose second element is earlier equal to t (e.g. <A,
<B, ti.1>) and only those points
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GtijOW is a lower-limiting set of points of a MH(x) if dnly if elements dftxjww are all points of
MH(x) whose second element is later or equal(@g. <A, >, <B, t;+1>) and only those points

By using the notions presented in (D7), relativeassity can be defined. However, the situation is
a bit more complicated, as there is more than gpe ©f relative necessity. First, there is
“prospective relative necessity”, which occurs ate point of a modal history if and only if an
object has to possess a property up to a ceftaimer point. Second, we can distinguish
“retrospective relative necessity”, which occursaine point of a modal history if and only if an
object has to possess a property up to a ceeaitier point. Third, both prospective and
retrospective types of relative identity come irifedient versions connected with the temporal
distance between a point at which it is relativedgessary to possess a property and the point up to
which this property has to be possessed. Due sethemplications we may provide two general
definitions of “relative prospective necessity” dinellative retrospective necessity”:

(D8) At any pointg; belonging to MH(x) it is relatively prospectivelgaessary fox to have a
property F @ F(g;)) iff there isGtijP such that if a pointk belongs toGg;_UP and g is further

thang;, then objeck possesses F gt.

Vg.eMHx) [DE) F(g:)) © 3pcmu) <Gg;-UP(U) AV (G EVA G < gk — F(Qk)))]

(D9) At any pointg; belonging to MH(X) it is relatively retrospectivatgcessary fox to have a
property F @ F(g;)) iff there ing;LOW such that if a pointy belongs toGg‘jLOW andg is earlier

thang;, then objeck possesses F gt.

Vg.eMH(x) [DE F(g)) © 3pcmum (Géww(v) AV, (g EVAG > gp = F(Qk)))]

Of course, two corresponding notions of “relativeogpective possibility” and “relative
retrospective possibility” may also be defined:

(D10) At any pointg, belonging to MH(x), it is relatively prospectivgipssible forx to have a
property F ¢z F(g;)) iff there isG@‘jUP such that there is a poigk that belongs th@‘jUP andg is

further thang; and objecix possesses F gi.

Vg.eMH(x) [°§ F(g)) © Fpcmu) (Gi?j-up(v) A3y, (g EVA G < gi A F(gk)))]

(D11) At any pointg; belonging to MH(x) it is relatively retrospectiygbossible forx to have a
property F ¢x F(g;)) iff there isG@“J,LOW such that there is a poigk that belongs thtijOW and gk

is earlier thang; and objecix possesses F &t.

Vg.eMHx) ["E) F(g)) © Fpcmu) (GtijOW(U) A3y (g EVAG > gk A F(Qk)))]

Analogously, as in the case with other types okssity, here relative possibilities are also eathil

by respective relative necessities. What is mdre, relative necessity is the weakest form of
necessity. First, if at some point it is absoluteécessary to possess a property, then at this ipoin
is both prospectively and retrospectively relayvelecessary to possess this property. Second,
possessing a property in a prospectively necessany entails that it is possessed relatively
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prospectively necessary. Finally, possessing agotppn a retrospectively necessary way entails
that it is possessed relatively retrospectivelyessary.

If the earlier story about Kant’s life is true, that some points of his modal history it is
relatively prospectively necessary for him to behdosopher. However, it is very unlikely that at
each point at which he is a philosopher it is reddy prospectively necessary for him to possess
this property. In this case “being a philosophegynbe relatively necessary at some parts of Kant's
modal history, but at other parts this property maybe connected even with this weakest type of
necessity.

So far we have characterized four general variahtecessity, which may correspond with
four distinct types of essential properties. ESaérmgroperties that are absolutely necessary are
possessed by an object at every point of its mbabry. In Kant’s case, “beinglsomo sapieris
seems to be a legitimate candidate. Prospectivessitg is connected with essential properties that
can be gained during an object’s existence, but damnot be lost up to its end. It seems plausible
that if Kant has a brain at some point in his mduatory, then at this point it is prospectively
necessary for him to possess a brain. Retrospengeessity is a mirror image of prospective
necessity. It is connected with essential propetiat can be lost at some point of existence, but
nevertheless have to be possessed at all earlierents. We argued that there are some points in
Kant’'s modal history at which “being an embryo”fe&@ him necessary in a retrospective way.
Finally, relative necessity designates a classsémtial properties that may be gained at some poin
and then lost at a later time. Despite this, theay rhe characterized as necessary because they
display a “modal inertia”. For example, in caseealative prospective necessity, they cannot be lost
for some period of time. It may be the case tha&iri a philosopher” is relatively necessary for
Kant at some points in his modal history.

5. Puzzles Reconsidered

Now we are ready to turn back to the examples dhicted at the beginning of this paper. approach.
We believe that the above-proposed conceptual frammemay help to clarify these puzzling cases
of dynamic essences in sociology, theology, antbgio

5.1. Social Internalization

The simplest case is the process of social intematadn. During primary socialization a socially
constructed image of the world becomes a partdiidual identity. One cannot lose this without
losing one’s own personal integrity. That is whytlve case of internalization it can be said that
some accidental social properties become essémnti@dividual human beings.

This process can be simply characterized with p bethe introduced concepts. As is clear
from the discussion on Kant, being human involvemplex combination of different kinds of
modalities. First of all, all humans presumably dd@ome absolute necessary properties. Perhaps
being a material substance or being a rational anene examples of such properties. These
constitute what is called ‘nature’ in classicalezgglism. We might denote such absolute necessary
properties ago“P}.

Now, humans are, however, amazingly flexible eggitiThe same absolute nature might be
joined with different cultural extensions. Thusgaed, in the early stages of its, a human has many
different prospective possibilities. A child couteé raised in this or that culture, could internaliz
this or that image of the world, and could therefact in this or that way. At the beginning the
modal properties of humans, besides some absokdessary properties P, also embrace many
prospective possible properties{@7 Q}.

Suppose now that a child was raised in a determiadture, and acquired its first language
and internalized some primary world-view. After sessful primary socialization, something has
essentially changed. Now we have no miateula rasa but rathertabula scripta at least partly.
Some possibilities allowed in the first stage hbagen realized and now determine the modal status
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of the individual in a new way. According to Bergerd Luckmann, as quoted above, the process of
primary socialization is irreversible. Once oneldoeg a social identity, one cannot lost it withaut
crisis of identity and even mental pathology. leres therefore that this is a case of prospective
necessity{o~R}.

Usually, however, the modal determination in not albembracing. After successful
primary socialization a human being could choosayntfferent forms of secondary socialization.
A child can still become a firefighter, doctor, philosopher, even though it cannot reverse the
process through which it became a child of a dateate culture. These secondary social roles are
important for one’s identity, but not in such a plexistential way as one’s primary image of the
world. This is because they are perceived as att@teEven the child feels that it could become
somebody completely different. This means that andw being, after primary socialization,
achieves a new set of prospective possibiliies:S}.

The whole process of primary socialization mighthoerefore described as a transition from
a one modal stage to another. It might be depict¢ioe following way:

{o4P,e” Q} > {OP,0°R,0” S}

The absolute essences remain unchanged; new ptiospessential properties are achieved; the
prospective possibilities are accordingly changgis is the same human who passed through
primary socialization, but she acquires a new matur

5. 2. The History of Salvation

Saving humankind is more complicated that raisinchéd. According to St. Augustine, human
salvation does not consist in simple essentiabpatas primary socialization does, but also in a
series of modally relative essentializations aneskentializations, which were not allowed in the
former sociological case. Moreover, in this case ave faced with true objective modalities;
psychological integrity is not at stake here, ashi@ previous case, but the very existence of an
individual, just as in classical essentialism.

At the beginning everything was possible, leaviagla the presupposed absolute essence of
humankind. Humans in Eden could sin or not sinh&es the first human thought that these were
prospective modalities, but they turned out toddative only:{¢y S,z —S}.

This modalstatus quochanged after the first realization of the poditybof sinning. It
turned out that the first sin was a modal trapeAthe Fall, humankind could nabt sin. If that
were the end of the story, humankind would be elgrcondemned to sinning. Again, afterwards it
turned out this was not a prospective modality,clwhivould exclude any form of salvation, but
only a relative onefoy S}, that is:{— ¢f —S}.

The Redemption was apparently a reversion of th@dah essentialization. Christ's
resurrection restored the previous modal statusuofankind. The difference between humankind
before the Fall and humankind after the Redemplies, however, not only in their previous
experiences. Now humankind can again sin or notsinthis time the realization of the possibility
of sin does not, as it seems, lead to a modal ttajs plausible then to replace the relative
possibility of not sinning with prospective possitgi {¢; S,o~ =S}. After the Redemption, we
always retain the possibility of making good things

The final Salvation, according to Augustine, is thelusion of the possibility of sin. It is
something like the inversion of the Fall. After thall, humankind could notot sin, whereas after
the Salvation it cannot sin. Salvation, thereftsgn essentialization of sancticity. It seems thit
modal shift should be thought not as relative,asuprospectivelc™—S}, in other words{— ¢~ S}.

Therefore Augustine’s theological history of creati the Fall, the Redemption, and
Salvation of humankind is a complicated story ddtiee essentialization and de-essentialization of
sins and virtues:
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{OI_?) S,OI_{ —|S} -> {—| OI_?) —|S} -> {OI_?) S,O_) —|S} -> {—| o~ S}

Its final result is the necessitation of the formeere possibility to not sin. This general process,
however, was interrupted by the relative essemtitbn of sin and its prospective de-
essentialization. It seems that the proposed cénakfpamework might really be adopted to clarify
these complicated matters.

5. 3. Jelyfish Life

Now we can turn to the most complicated casé .ofutriculajellyfish life. The description of a
standard jellyfish life cycle, presented by Piraigipal. [15], suggest that the life of a jellyfish
consists in three phases, during which its esdgmgperties change. First, a jellyfish startslifies

as a larva and stays in this form for a certainogeof time. Second, it transforms from a larvato
polyp and also possesses this form for some tim&ll§, it changes from polyp to an adult
medusa. This final stage lasts till the end of ¢inganism’s life. However, the life cycle daf.
nutricula seems to be special, since this jellyfish is ableevert from the adult stage to the polyp
stage, and then again become an adult in a pdtgmtignite cycle.

Similarly to a “standard” jellyfishT. nutriculastarts its existence in larval form. This means
that at all the minimal points of its modal histoitypossesses “being a larva”. What is more, & ha
to remain in a larval stage at a certain numbéatef moments. Because of this, at early points of
modal history, it is retrospectively necessaryTonutriculato be a larva since it has this property
at all earlier points up to the minimal ones. Irdifidn, at these early points it is also relatively
prospectively necessary to be a larva, due toabethat this property cannot be lost for a certain
period of time. We may state that in the early pbasf life T. nutriculahas the following set of
essential propertie§o4G, 0L, 0z L}, where L designates “being a larva” and G symgliall
absolutely necessary properties which have to Begssed by. nutricula

However, it is not the case that at all points ahadal history the set oF. nutriculds
essential properties equdls“G, 0L, 0z L}. At some distance from the minimal point of a moda
history, there are two pointg andgk such thaty is a successor @ (i.e., they stand in enodal
bindingrelation), and agj the jellyfish is a larva but &k it is a polyp. Such a situation has to occur
within a modal history if it is possible for. nutriculato transform from the larval stage into a
polyp. Then, at poing; it is no longer relatively prospectively necesstrye a larva, as at one of
the successive moments the jellyfish is a polypvedbeless, ag it is still retrospectively
necessary to be a larva, since a jellyfish is aalat all earlier moments. Because of this, theoket
essential properties shrinks {@G, o L}.

What is more, a set of essential properties unaésrgmother modification as soon Bs
nutricula becomes a polyp. As was stated above, in the niastalry of T. nutriculathere is a point
g at which the jellyfish is a larva and a succesgwmt g« at which it possesses “being a polyp”.
According to a biological story, a jellyfish has be a polyp for some time after acquiring this
property. This means that at pomjtit is relatively prospectively necessary for dyjesh to be a
polyp. Nevertheless, at this point it is still cdpectively necessary for it to be a larva, aslgigh
is a larva at all earlier points. Because of thistweeng, and gk the set of essential properties
expands to the following forjoG, 0 L, oy P}, where P designates “being a polyp”.

The above stage is very short and the set of eab@nbperties changes again just after
point gk. If at gk it is relatively prospectively necessary to haleifig a polyp”, then at all
successive points a jellyfish is a polyp. Howe\adrthese points it is no longer retrospectively
necessary for a jellyfish to be a larva, becauseetls an earlier point, i.e. the pogat at which it is
not a larva but a polyp. Due to this fact at poifuther thang the set of essential properties
shrinks again to the fordo“G, oz P}.

A jellyfish may transform once again during itsetime, this time from a polyp to an adult
medusa. If this is the case, then again in its mbdtory there is a poirg, at which it is a polyp
and a successive poigh at which it is an adult medusa. Points suchgagiesignate another
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modification of essential properties. &4 it is no longer relatively prospectively necesstarype a
polyp, due to the presence of the successive pgifdecause of this, only those properties that are
necessary in an absolute way belong to the setsafngial properties possessed.afo4G}.

The further modification of the set of essentialpg®rties occurs at the first point at which a
jellyfish is an adult medusa (such as the pgitharacterized above). In the case of a “standard”
life cycle, a jellyfish has to possess the propeftypeing an adult medusa up to the end of its life
and so at each point at which a jellyfish possetisesproperty, it possesses it in a prospectively
necessary wayd~M } (M designates “being an adult medusa”).

However, in the special life cycle @t nutriculg the set of essential propertigs’G, oz P}
can shrink to{o“G} just before the possibility of becoming an aduéidusa arises, and then, if the
property of being an adult medusa is acquired, ghao {04G, 0z M}, instead of{o?G, 0~ M},
known from the “standard” life cycle. Further, whiena successive moment there is the possibility
to return to the polyp stage, the set shrinks atma{m4G}, and then, if the reversal from the adult
stage to the polyp stage occurs, the set is gg#ir, oz P}. While it is unlikely, it is possible for
such a cycle to repeat infinitely in the life ofparticular T. nutricula Overall, the pattern of
changes in the essential properties within thedifaT. nutriculacan be presented as a sequence of
sets that ends with a loop:

(04G,0°L, 0z L} > {04G,0°L} > {0%G,0"L,0; P} 2 {04G, 0 P}
<> {04G,}€¢~> {046, 0 M}

The framework of modal histories used here thusangossible an account of the changing
essences of biological organisnds.nutriculaseems to both lose (e.g., “being a larva”) anch gai
(e.q., “being a polyp”) essential properties duritsdife.

6. Conclusion

In this paper we attempted to combine modality #ime in a new way. Traditionally modalities are
thought to be timeless. Classical necessities asdilpilities hold for any time when an individual
exists. We believe that such approach cannot dicgu® the common phenomena of development.

Some changes really involve a modification of thedal status of a thing, but nevertheless
do not lead to its destruction. It is, after dile tsame child that was born and raised in a detetmi
culture, the same humankind that fell and was seaad finally the same jellyfish that pass through
all the stages of their life-cycle. All these chasgnvolve a deep modal shift: some things thaewer
possible become necessary, anck versa In other words, they are examples of real esalenti
change. These cases, to our minds, challengedti¢idnal view of static essences.

We propose dissolving the close connection betweedality and time and unite them in
new ways. We distinguished four such ways: absplptespective, retrospective, and relative
modalities. Classical cases turned out to be simgtyeme points of a large range of modalities.
We tried to show that such simple modifications enpkssible a clarification of some puzzling real
examples from sociology, theology, and biology.

One common charge against classical essentialiimatist excludes the real development of
things. Ancient static essences, it is said, atempatible with the contemporary dynamic vision of
the world. On the other hand, modern anti-essést8ahre accused of neglecting the real modal
constraints that determine the process of developn@early not everything might really become
something else, or not always. We believe that saths of this discussion are right and we hope
that our investigation shows the way in which thsge opposite views might be reconciled.
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Notes

1. The maximal points of a modal history, i.e. poiafter which there are no further points, constitaeexception.
According to (D3) and (D4), at maximal points evbigg is prospectively necessary but nothing isspeatively
possible.

2. The minimal points of a modal history, i.e. poitiiat have no earlier points, constitute an exceptacording to
(D5) and (D6), at minimal points everything is ospectively necessary but nothing is retrospegtigeksible.
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Abstract

In their work McCulloch and Pitts describe an idefarepresenting all of
nervous activity in terms of propositional logichi§ idea was quickly
challenged. One of reasons for this challenge vghsgr believe that logic is
unable to describe most of human cognitive prosedsethis paper we will
analyse premises of original McCulloch and Pittspasition. Following that,
we will ask about ability of symbolic (logical) gges to represent human
cognition. We will finish by analysing relation keten symbolic and
subsymbolic computing, in hope of bridging the gapveen the two.
Keywords nonmonotonic logic; neural networks; human reasgpn

1. Introduction

The gap between symbolic and subsymbolic (neurtafor&) modes of computation is a riddle for
the philosophy of mind. Complex symbolic systenke lihose of grammar and logic are essential
when we try to understand the general featurestlageculiarities of natural language, reasoning
and other cognitive domains. On the other handt wiomiodern theories assume stance seeing that
cognition resides in the brain and that neuronalig forms its basis. Yet neuronal computation
appears to be numerical, not symbolic; parallet, sevial; distributed over a gigantic number of
different elements, not as highly localized as ymkolic systems. Moreover, the brain is an
adaptive system that is very sensitive to the sttedil character of experience. “Hard-edged” rule
systems (classical logic) are not suitable to ae#i this aspect of behavior. We will start with
analyzing the roots of neural network approachn $eee as paradigmatic example of subsymbolic
computation approach. It is widely accepted that thethod started with the work by Warren S.
McCulloch and Walter H. Pitts titledl Logical Calculus of the Ideas Immanent in NervAaBvity
[16]. We will try to show connections between thigroach and logical description of reasoning
processes.

In the early days of cognitive science, logic waken to play both a descriptive and a
normative role in theories of intelligent behavi@rescriptively, human beings were taken to be
fundamentally logical, or rational. Normativelygio was taken to define rational behavior and thus
to provide a starting point for the artificial regiuction of intelligence. Both positions were soon
challenged. As it turns out however, logic contsue be at the forefront of conceptual tools in
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cognitive science. What is embodied by competitoveonnectionist (neural network) Al approach.
Rather than defeating the relevance of logic, thellenges posed by cognitive science have
inspired logicians to enrich the repertoire of t@itools for analyzing reasoning processes and
computation. We will examine the role of nonmonatdogics in this endeavor. This kind of logic
allows to overcome logics problem to deal with tsediged” rules, that neural networks excel at.

2. Logic and Neuroscience

Logic is a brand of science that deals with stugyhthecorrect reasoningReasoning is a mental
activity and as such is seen as at least closédyerkto the way the mind works. Classically, in
logic the correct reasoning was synonymous withudide reasoning and ordinary deductive
reasoning takes place in natural language. Thathig to answer the question about the role of
logic in science about cognition, we have to fask about the relation between natural and formal
language. As stated above, logic had two dimensioniss research, descriptive and normative
theories of intelligent behavior. Those two dimensi find their explication in two kinds of
answers to the question about natural-formal laggualation. First view states that, at least some
sentences of natural language have underlying dbdarm and these form are represented by
formulas of formal language — this view is complatilwith the descriptive dimension of logic.
Since reasoning is an activity performed in langyaggic provides deep structure of correct
reasoning. This view is represented by philosopbach as Davidson [3]. The second view is that
natural languages are ambiguous and vague andchssbould be replaced by formal language
lacking these features — this view is compatibléhwiormative dimension of logic. According to a
view like this, logically correct reasoning repreteideal sought after activity in natural language
In philosophy this approach can be found in worlk&/dv.O. Quine [19]. With the rise of cognitive
science both of those roles were put into questiostead of eliminating logic out of cognitive
science it motivated logicians to expand tooldheirtrepertoire.

Parallel to modern logic, a different type of scierhas begun its emergence since laté 19
century. One that examined physical basis, rathen aibstract rules governing the work of human
mind. It was called neuroscience and it seemed rathing connected the two activities. It began
to change with the publication éf Logical Calculus of the Ideas Immanent in NervAusvity at
the end of first half of 20 century. This paper is often cited as the starfinmt of research in
artificial neural networks; for us it is the firshoment in which research fields of logic and
neuroscience meet. McCulloch and Pitts state iir theper that activity of any neuron may be
represented as a proposition. We can assert tlaéibres existing among nervous activities can be
represented as relations between propositions. Tigice two difficulties immanent in this
approach, both problems rising from the physiolagiaspects of nervous activity. The first
concerns the effects of previous excitations omrtutactivations of nervous cells. The second
notices that learning has to be a permanent chemgeural structure. Nonetheless, they see this
only as problematic in the case of asserting faaqaivalency (or identity) between calculus of
logical propositions and neural structures. Thatesnent is of much weaker kind; physiological
aspects of neural systems do not affect the faadt tblations of propositions corresponding to
certain nervous activities are that of propositidogic.

Because of that they make certain assumptions dheintcalculus. These assumptions are
aimed at simplifying of the behavior of real newson
(1) Activity of neurons is binary, they are eitloer or off.

(2) The threshold of neuron activation is indepena previous activations of a neuron.
(3) The only delay significant for nervous activisythe synaptic one.

(4) Inhibitory synapses absolutely prevent actovabf neuron at certain moment.

(5) The structure of neural net does not changene.

All of the above assumptions seam necessary tesept the neural activity in logical
calculus. Additionally they arise as a result ok tdifference between formal and factual
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equivalency, authors distinguished. The actual aleagtivity would not comply to such rules, but
the idea is — as stated before — that they talkitaibhe abstract calculus of “mind”.

The authors divide neurons into two categories. aé they nam@eripheral afferents
input neurons that do not receive signals from atingr neuron in the net. Second consisting of all
other neurons. Next step they take, consists oéldping a logical apparatus necessary to define
basic concepts of their calculus. As noted by Stap@. Kleene [12] the approach and notation
used by McCulloch and Pitts are obscure and hardntierstand, that is why we will try to
streamline it and present in a more approachablenaralet us consider two problems presented
by the authors: “(...) first, to find an effective thed of obtaining a set of computab&
constituting a solution of a given net [16, p. 103]

In other words, an answer to the question: whas @ogiven net compute (How to calculate
behavior of the net)? This is called tautionof a net. We can define the solution of a net ssta
of logical sentences of the form: neurois firing if and only if a given logical combinan of the
firing predicates of input neurons at previous Bmamd some constant sentences including firing
predicates of these same neurornts=@tis true. These sentences are the solution fot d they are
all true for it.

The second problem is characterized as follows:)“{o. characterize a class of realizaBle
in effective fashion (ibid. 103).” The question @@&an be summarized as: can a certain net compute
a given logical sentence (How to find a net thdtawes in a specific way)? A sentenceealizable
for a net if it is true for that net, or in otheokds when a net can compute it.

Following Stenning and van Lambalgen [21, pp. 218}2ve can define net, in modern
fashion, as follow:

Definition 1 Net is a graph on a set of computational units,nemted with weighted links that can
be either excitatory of inhibitory.

Accordingly units can be defined:

Definition 2 Computational unit (unit) is a function with thdléaving behavior:

 Inputs are delivered through weighted linkss{0, 1].

 Links can be either excitatoryi(x x, € & or inhibitory (\,..., i € R.

 If an inhibitory link is active (y£ 0), connected unit is shut off, and outputs O.

« Otherwise, quantity’:=" x;w; is calculated; if it equals or exceeds thresha®) (nit is active
and outputs 1; otherwise, unit rests and outputs O.

We can represent logical connectors in terms dfswamd connections. Conjunction can be
represented by unit witch two excitatory inputs #m@shold of 2; alternative can be represented by
unit witch two excitatory inputs and threshold gfnkgation can be represented by unit witch one
excitatory input and one inhibitory.

Authors propose a class of expressions represersiigtion of net, calledemporal
propositional expressiond PE). TPEs have a single free variable, identifisdliscreet time.
Definition 3 TEPs are defined by the following recursion:

» Predicate of one argument is a TPE.

» Logical disjunction, conjunction and negated comjiion (and not) of TPEs with the same free
variable are by themselves TPE.

* Nothing else is a TPE.

Theorems 2 and 3 of the discussed work give ussaoreof a rule of substitution for neural
nets and a set of basic expressions from whichetlegpressions can be constructed. Rule of
substitution can be summarized as followeplacing peripheral afferent in a realizable net &
realizable net is in itself a realizable n&y that definition all TPE are realizable. Sethafsic
realizable expressions follows then from definitioh TPE and consist of nets representing
operations of precession, disjunction, conjunctiod negated conjunction. Respectively each net is
represented below by figures la-d. Lines witchvasr@at ends represent excitatory connections,
lines witch circles at the ends represent inhilgitlnnections.
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a) b)

N,
N, N, — N,
o= / it
NZ
c) d)
N, Ny
/ an //C =1
N, N,

Figure 1. a) precession; b) disjunction; b) conjiom; c) negated conjunction. Version of nets
presented in McCulloch and Pitts [16] adapted &sented definitions.

It can be described by following expressions:
a) No(t) = No(t-1)

b) Na(t) = Na(t-1) v Np(t-1)

C) Na(t) = Nu(t-1) A No(t-1)

d) Na(t) = Na(t-1) A ~N(t-2)

The rule of substitution, following from mentiondteorems gives us a simple procedure of
constructing neural nets. The authors proposeigider an example of heat sensation evoked by a
short time cooling [16, pp. 106-107]. If a cold etff makes contact with the skin and is
instantaneously removed, the sensation of heatoedur; if the same object will not be removed,
the sensation of cold occurs without the prelimyntagat sensation. This happens for cold receptors
but not for heat receptors. We assume there aferetit receptors responsible for heat and cold
detection, but the same neuron is responsibledat kensation in both cases. Because of that, the
synaptic delay for the sensation of cold must leaigr by one then for the sensation of heat. We
can reproduce this effect using the described ndettyp transforming the above mentioned
expressions using the rule of substitution. Weivece
€) Na(t) = Na(t-1) v [Na(t-3) A ~Na(t-2)]

Na(t) = Na(t-2) A Na(t-1)

We can notice this net has 2 solutions, one fot &ed one for cold respectively. Figure in
which both of those expressions are realizablebeaconstructed from figures 1a-d in the following
manner.

Beginning in the standard logical manner, we fashsider the function enclosed in most
brackets. We receive a net of form la represemtkpgession:

Na(t) = Na(t-1) 1)

Proceeding outwards, we introduce two nets, baHisg from nodedN, andN,. One of form 1c
ending inN4. We receive:

Na(t) = Na(t-1) A No(t-1) 2

We must advance time variable for previous expoessihere we substitute it in this formula.
Which is equivalent to:
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Na(t) = Na(t-2) A Ny(t-1) (3)
Second of form 1d ending M. Giving us:

No(t) = Na(t-1) A ~No(t-1) (4)
SubstitutingN, for its equivalent in proper time interval we reee

No(t) = No(t-2) A ~No(t-1) (5)
Finally we run net of form 1b starting My andNy_to neuroriNs. So that:

N3(t) = Na(t-1) v Ny(t-1) (6)
Again, due to substitutinly, for equivalent formula, (6) can be expressed as:

Ns(t) = Na(t-1) v [Na(t-3) A ~N(t-2)] (7)

The whole net can be represented by figure 2.

e)

N, Ns

e-1
N, /

TN

6=2

Figure 2. Net realizing expressions e). Modifiednir McCulloch and Pitts [16], to adapt to
presented definitions.

That way we can create nets realizing underlyingicel functions. We can clearly see that
McCulloch saw propositional logic as an underlystigicture of human mind. He writes:

To psychology, however defined, specification af weuld contribute all that could be
achieved in that field — even if analysis were masho ultimate psychic unit or
“psychon”, for psychon can be no less than theviagtof a single neuron. Since that
activity is inherently propositional, all psychigents have an intentional, or “semantic”
character. The “all-or-none” law of these actistiand the conformity of their relations
to those of the logic of propositions, insure tr@ations of psychons are those of two-
valued logic of propositions [16, pp. 113-114].

This sentence presents author’s intentions of pgplagical character of human mind activity. The
nervous system is described as based on mechapieglkent to propositional logic. Unfortunately,

it highlights weak points of both logical approa@hd neural nets of McCulloch-Pitts type. This
effort to “marry” logic and neuroscience marks finst and last attempt to do so by way of classical
propositional logic. It may be because it highlaghtcertain weaknesses of logical approach —
weaknesses we will analyze in the following parpgra
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3. Logic and Human Cognition

The above described neural networks meet with pleftcritique. Some of it is coming from
biological background. For example, it was quickigticed that the assumption about neurons
always being in one of two possible states is lgicklly inadequate. In the context of discussion
presented in this paper, what is more importanhésfact that some developments in research of
human cognition put descriptive dimension of lognder doubt. It remained a possibility that logic
described a normative system of what certain tgbesasoning should be, but it no longer could be
perceived as a representation of natural cognitieeesses.

If we accept descriptive dimension of logic, theérsame level human reasoning should be
based upon a set of simple logical procedures. Mewéiumans tend to do surprisingly poorly
when faced with tasks of performing simple logipedcedures. This phenomenon was noticed and
described by Wason in, named after hivason Selection Ta$R3], [24]. The task puts a subject
in choice situation guided by a simple rule. Theicé is made between cards. Each card has on it
either a number or a letter. Cards, on a side leigi subject, read D, K, 7 and 3. The subject is
then familiarized with singular rule of the taskEvery card which has D on one side must have a 3
on other”. After that the question is posed; “Whitchny, of the cards must be turned over to judge
if the rule is true”. From the classical logic ddanint the “if” in the rule should be read as miaer
conditional, making the rule B> 3. Hence, using modus ponens (MP), we may dedatelX has
to be turned to check if there is 3 on back sidkeWwise, using modus Tollens (MT), we deduce 7
has to be turned over to ascertain if there is mnRhe reverse. Making, assumed, correct answer
D and 7. The most popular answer given is howdveand 3. In fact D is almost always given as
one of the answers. Conversely, 7 is rarely seeneagssary to turn over. Some researchers,
including Wason, see that as an evidence that hsirmanpoor at even simple tasks. If we would
accept Wason's interpretation of “B 3” rule, we have to accept that people are badiag MT,
so tasks requiring it as reasoning schemata letadl&cious reasoning.

Interesting development appeared out of certailreesing of Wason task [8], [11]. The
original selection task took place in abstract dionoé letters and numbers. Rephrasing the problem
in a domain familiar to subjects changed outconastirally. In the mentioned rephrasing, numbers
and letters were replaced by ages and kinds okslrWhen the task is to confirm a rule “if person
drinking beer, then that person is 19 or olderhjsats performed nearly perfectly. Noticing the
fact that rephrasing Wason'’s task in a familiar dombrings error rate down contradicts formal-
logical model of reasoning.

The fact that context has an effect on the abdftgubjects to deduce a correct answer may
be explained by the theory of two competing systemgeasoning. It can be reasonably doubted
that experiments lik&Vason selection tadlest what authors actually believed they did. Qaes
can be posed: what does actually count as reasoningatural environment? Proposing dual
process theory of reasoning can explain the desgtisiiuation. Here we assume reasoning consists
of two systems supplementing each other. Descrifystem Evans writes:

System 1 is (...) not a single system but a set bbystems that operate with some
autonomy. System 1 includes instinctive behavidrat twould include any input
modules of the kind proposed by Fodor.(...) The Sgsteprocesses that are most often
described, however, are those that are formed bypcadive learning of the kind
produced by neural networks.(...) System 1 proceasesapid, parallel, and automatic
in nature; only their final product is posted imsoiousness [5, p. 454].

By contrast,system 2is slow, sequential and symbolic in nature. Logieasoning belongs in
system 2, because of that tasks performed by syst@onot conform to rules of logic. This is also
a reason why neural networks cannot be logical mash- system 1 is equivalent to a subsymbolic
computing system.
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We then have two approaches to reasoning. Letluthedirst algorithmic: it states MP-MT
asymmetry in Wason selection task is an effect af iving harder to implement on algorithmic
level. A sample of this approach can be found ikstad and Chatemlhe Probabilistic Mind:
Prospects for Bayesian Cognitive Sciefité]. That is why reasoners trying to reason dédeky
have problems with finding the correct solutioneT¢econd, called non-logical reasoning, argues
that subjects do not attempt to deductively fintlsons to posed questions. That way MP-MT
asymmetry is not a matter of competency gap bberdinadequacy” of utilized competences.

Authors Stenning and van Lambalgen [21] proposéfareint analysis of context effect on
task results. They attack Wason’s assumption ifiain“the rule has to be interpreted as a material
conditional, which puts doubt on the assertion thate is only one correct answer. They propose
to distinguish between the two forms of conditi@nabne descriptive; other deontic. That may
explain why two statements (Wason task and Wasek taphrased in familiar context), of
supposedly the same logical form can lead to rdgidifferent outcomes. The task when rule is
seen descriptively, is viewed by subject, as caningrdetermining if the rule is true or false fbet
given cards. With deontic interpretation of corahl truth of the rule is not an issue, only whethe
the rule is being followed or not. They notice ttta original task may be interpreted as containing
descriptive rule, increasing the cognitive burdarsabjects. However, in the context of this paper,
the more important aspect is the observation ofptioeessing side nonmonotonic logic provides
adequate model for analysis of subjects’ reasonirgsenting human reasoning in terms of
nonmonotonic logic explains why reasoning in aeystvhich could not be explained in terms of
logic. More precisely it is cold but not in classidogic. This system can still be represented by a
set of reasoning rules, just not build upon dedecitnferences. In this view, deontic interpretation
of the rule can be associated with classical ldgocaditional, when descriptive interpretation
entails a different kind of conditional, nonmondtgrthat should be read “typically this X entails
Y.

To answer what differentiates classical logic frtvte nonmonotonic one, let’'s consider the
following property of deductive logic, one that tsifor relation of classical consequengg “
Monotony: if AE BthenAuU CE B.

Monotony states that B is a logical consequence Af then it is also a consequence of any
set containing A as its subset. In other wordsjragld new premise to inference cannot pre-empt
earlier conclusions. Monotony follows straight framature of logical consequence relatiédeB
holds when B is true on every interpretation onhvatery sentence in A are true. Clearly, every
day inferences do not conform to this requiremAnotually, not abiding to it is a defining property
of so called defeasible reasoning, the kind of nemmtonic inference that supposedly describes
how every day reasoning works. Literature is riclamalyses of reasons why deductive reasoning is
inadequate in describing the so called everydagramices [4], [18].

There are many examples of nonmonotonic logicsfdrutur purpose semantic approach of
Shoham [20] will be used. This theory is often refd to agpreferential logi¢ it is a simple and
elegant approach. Additionally it can be used tpl&r the MP-MT asymmetry and perceived
system 1 - system 2 dichotomy.

Definition 4 L, is a nonmonotonic preferential logic generatednfrd. and 2 when
following demands are met:

* In a standard logic L that satisfy following demarar all A, B and C in L, if AB, then also
ANC E B.

» A strict partial orderz on the model of L is defined:1¥M,, meaning that Mis preferred over
M.

» Preferred model is one that: Model M preferentiadtisfies A (M. A); MEA and there is no
other model M’ such that ¥M’. We call M preferred model of A.

We can define a preferential consequence relatiotht logic in the following fashion:
Definition 5 Preferential consequence: A is a preferential cogusace of B (A>.B) for any M, if
MEe_ A, then M:B.
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In other wordsA—_.B if all preferred models oA are models oB. This relation is
nonmonotonic because it is possible tAaand C have preferred models that are not preferred
models ofA alone. So with addition of it may be that thaB no longer holds in all preferred
models ofA&C.

Now we can notice that preferential consequencatioel easily explains MP-MT
asymmetry. It refers to preferred modelsAfbut also to all models dB. Because of it, this
consequence relation does not contrapose. Foelhgon to be contrapositive it would be required
that all preferred models of nBthbe models of no. It is quite possible there exist not-preferred
models ofA wich are also preferred models of ®tThus, the definition is not satisfied for not-
B—_,not-A, and MP-MT asymmetry is explained.

4. Symbolic vs. Subsymbolic Paradigms

Classical view of human cognition is one analogmusymbolic computation in digital computers

[23]. On this account information is representec adring of symbols in memory of a computing

unit or on a piece of paper. On the other hand ectionist claim that information storage have a
non-symbolic character, information is stored inghies of connections between units of neural net.
Connectionists perceive mental processes as dyramdidlistributes evolution of activity in neural

net. Each unit of this net activates dependingtngth of connections and activity of neighboring
units.

In late 20" century a heated debate ensued between propowéntsmbolic and
connectionist (subsymbolic) approach to cognitiveersce. One of most vocal opponents of
connectionism were J. Fodor and Z. Pylyshyn [6yrargued that no connectionist model of mind
can have compositional semantics. That is the lbasause, as they argued, mental representations
require systematicity and no neural network canikeithis feature; therefore modeling of
cognition have to be symbolic not connectionistst&maticity is understood as a feature of
representation that makes meaning of representati@orrespond systematically to its structure.
That means if we are able to represent express$tetet killed Paul”, we must be able to represent
expression “Paul killed Peter”. Putting details tbfs debate aside, prevailing view was that
symbolic and subsymbolic approach are differentinndmpatible.

Concurrently, radical connectionists claimed inagexy of symbolic processing as a model
of mind. We discussed this in part 3 of this papks. reiterate, they claimed that symbolic
computing poorly explains holistic representatidndata, spontaneous generalization, effect of
context, and many other aspects of human cognitapiured by their models. This failure to match
the flexibility and efficiency of human cognitios in their eyes a symptom of the need for a new
paradigm in cognitive science. This approach camrdiedradical connectionismand it agenda
can be described as eliminating symbolic procesasngadequate in cognitive science.

However, many connectionists do not view their gdaya as opposition to symbolic
computation. So called implementation connectisn@esent an image in with mind is a neural
net, but also a symbolic process on higher levedhstraction. In that view role of connectionist
researcher is to find how a machine required tdop@r symbolic processes can be forged from
neural network resources. Even more interestinglges1990’s, models combining subsymbolic
and symbolic paradigms appeared [1], [7], [25]. &tfnately hybrid approach to problem fails
address question about underlying difference betwa&anbolic and distributed representation.
Because of that it is proposed to inquire aboutsipbs equivalency between symbolic and
subsymbolic models of computation.

The idea is that connection can come again fromsttle of logic, similarly to original
McCulloch and Pitts proposition. Instead of clagkiogic we would turn to nonmonotonic one.
This way we avoid problems with inadequacy of lagjidescription to data collected during
research on human cognition. The close relatiowést symbolic computation and logic is well
known [10]. With neural nets it have to be showmttlevery logical model of a system is
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isomorphic to a member of distributed, or subsynthadubset. In fact, it is trivial to show that
some nonmonotonic reasoning may be representecimainnetworks. An example of neural net
generatinc a nonmonotonic inference was shown dg as 1991 [2]. They propose to consider
network consisting of four neurong x., x4. They identify sets of active neurons witthesmata.
There are three schematgB, y. Corresponding to following sets of active neurons= x, Xo; B =

X2, X3; ¥ = X4. There are two excitatory connections, one betweand % other betweenyand x.
Third connection between, &and %is inhibitory connection. Assuming that inhibitacgnnection is
stronger than excitatory one betweemmnd % Following situation is possible: givingas input, the
network will activate (o k B); extending inputs ta andy, effects in withdrawal of (o A v & B).
That situation directly defy monotonicity, sincecluding new premises (inputs) reduce set of
conclusions.

However, this is just one specific case when neneélvork exhibits behavior equivalent to
some nonmonotonic theory. Can we have an equivaldreorem? Theorem of that kind would
show that for every nonmonotonic theory there exiseural network able to compute that theory.
Fortunately theorems of that kind has been propdsedogicians over the last few decades.
Holldobren and Kalinke [9] gives a theorem of thiead. They show that for every logical program
there exists a three layer feed forward networkctvliomputes it. Other example is presented by
Leitgeb [13], [14], [15]. His proposition is espalty interesting in context of this debate. He
propose a way to represent propositional lettera ast of nodes in neural networks. At the same
time Leitgeb shows that any dynamic system perfognicalculations over distributed
representation can be interpreted as symbolic mygierforming nonmonotonic inferences. What
can be interpreted as functional equivalence ofaeiag representation between symbolic and
subsymbolic processes.

5. Conclusions

The methodological position pursued in this artigks one which looks for unification. In the case
under discussions the point was to assume thatagnamd symbol processing are a macro-level
description of what is considered a connectionystesn at the micro level. Hence, the idea is that
the symbolic and the subsymbolic mode of computatemn be integrated within a unified theory of
cognition. We demonstrated that logical approachtwa applied to model and describe processes
of human reasoning, previously regarded as evadiymgbolic representation. Which leads to
believe that, at least functionally, neural netwackivity is equivalent to nonmonotonic inferences.
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Abstract:

The purpose of this paper is to contribute to the natural logic program which
invents logics in natural language. This study presents two logics: a logical
system called R(V,3) containing transitive verbs and a more expressive logical

system R(V,3,1A) containing both transitive verbs and intersective adjectives.

The paper offers three different set-theoretic semantics which are equivalent for
the logics.

Keywords: Logic of natural languages; adjectives; transitive relations; transitive
verbs; relational syllogistics.

1. Introduction

Relational syllogistic theories have been taking place in wide applications of different areas such as in
natural language theory and generalized quantifiers [5], [1], [7], [9], [8], [22], in algebraic structures [2],
[3], [16], [20], in formal logic [4], [11], [12], [15], [14], [17]. The Aristotelian syllogistic did not touch on
the validity of sentences containing transitive verbs. De Morgan presented traditional syllogism within
relational facts [6]. De Morgan did not mention syllogisms with binary relations with the intention of
transitive verbs. Hartmann and Moss extended syllogism with binary relations with the aim of using
transitive verbs [17]. Moss presented a logical study using of intersective adjectives in basic syllogistic
[12]. Nikolay and Dimiter presented a system of relational syllogistic, based on classical propositional
logic and Stone theory [10].

This paper considers the so-called informative verbs. In its atomic propositions “QS + verb +

QS” and “QS + verb + QP, + to + QP,” where Q e{some,all}. These verbs designate actions

which can be observed and are not depended on their utterances (‘to run’, ‘to take’, etc.). However, there
are also the so-called performative verbs. They are carried out only by means of uttering them aloud (‘to
love’, ‘to hate’, etc.). The syllogistic for performative propositions is first introduced in [18]. In this
system, there are examined concepts which have no denotations at all verbs such ‘love’, ‘hate’, etc. For
these concepts, therefore, we can not define an inclusion relation and we need a novel formal system.
Some applications of that new syllogistic are proposed in [18], [19].

The current author of this paper presented algebraic semantics (bounded meet semi-lattice) of
ISSN 2299-0518 31
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binary and ternary relational logics by using congruence theory [21]. This paper offers some different
semantics for R(V,3) and R(V,3,1A).

1.1.Some Explanations on Inference Patterns and Languages of the Logics

In this paper, we study three different equivalent set-theoretic models for inference patterns of sentences
in natural language related to intersective adjective phrases in binary relational (transitive verbs)
syllogistics. In this sense, there are two logics R(V,3) and R(V,3,1A) which is a follow-up the work of
Moss [20]. Sentences of the language of R(V,3) consist of two quantifiers “for all” (V) and “exists”
(3), and plural nouns and also transitive verbs, but R(V,3,1A)’s also include intersective adjectives.
Our approach to sentences with or without intersective adjectives falls in model-theoretic semantics. The
interpretation of a phrase such as red cars would be the intersection of the interpretation of “red things”
and a set of “car individuals”.

English sentences such as “all students love some cleaver teachers’ are ambiguous. We use these
kinds of sentences in meaning of “there is at least one cleaver teacher who all students love”. In this
regard, the sentences reflect binary relational perspective directly in our logics. On the other hand, we are
not interested in sentence forms of Aristotle’s syllogistic which consists of Det + A are (are not) + B
where Det is All or Some or No, and also A and B are plural nouns but Det + A + transitive
verb + Det + B.

Universal quantifiers entail existential quantifiers in our logics because the interpretation of
nouns does not allow to be empty set as is in Corcoran’s syllogistic system [5]. Some examples of the
inference patterns in our languages as follows:

(i) Some students love all teachers

.................... ; s—(T )

Therefore, some students love some teachers

(i) Some cleaver students see all teachers
(if) Some instructive teachers see some janitors

-------------------- : emmeemenmnmenees (12)

Therefore, some students see some instructive teachers

Inferences in Aristotle’s syllogistic let sentences to obtain nouns in their conclusions from different the
ones in their premises. Although the plural noun educators is not be contained by the premise (i), it does
by the conclusion as can be seen in (I3).

(i) Some students see all teachers
(i1) All teachers are educators

-------------------- : Nty

Therefore, some students see some educators

Turning to binary syllogistic R(V,3) without Aristotle's, one must make inferences with sentences

having the same relations, the same nouns and the same orders both in premises and in conclusions as in
example (I11). Under the circumstances, the changes must be situated in quantifiers in derivations of the
syllogistics but no changes for nouns and relations. On the one hand, the unchangeability of nouns and
relations force the structure R(V,3) to have equivalence classes (see remarks 2.11 and 3.10).

Concerning with binary syllogistic R(V,3,I1A) without Aristotle’s, the plural adjectival noun instructive
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teachers is not be contained by the premise (i) but it is contained by the conclusion as can be seen in (12).
This indicates that if there is an intersective adjectival noun in premises, we may have it in conclusion to
restrict inferences by intersective adjectival nouns. This situation induces to force using of equivalence
classes within the structure R(V,3,IA). In other words, if there is no intersective adjectival noun in

premises, we can not make an inference containing intersective adjectival nouns.

Finally, notice that the set of nouns and relations have countable sizes and all models are finite
throughout the paper. Languages of the logics in this paper are not closed under boolean operations and
do not have recursion.

2. The Logic of R(V,3)

Our syntax starts with a collection P of unary atoms (for nouns) and another collection, R of binary
atoms (for transitive verbs). A transitive verb takes a subject and a direct object - shall be interpreted as a
binary relation on the universe M .

¥(p,¥(r,q)) Y(p,¥(r,q)) 3p,V(r,q) . V(p,3(r,q))

e D Ve P ey O Teaea) P

Fig. 1.Rules for R(V,3)

Observation 2.1. An unsound inference:

v(p,v(r,q) 3(p,Vv(r,q))
v(p,3(r,q)

To see the rule is not sound, we construct a counter-model. Suppose that [[p]]l={p,, p,} and

[[all ={0,.q,.9,} andalso [[r]]={(p.,0y) (P, 0) (P Gs) (P2.0). (P2, 0,)} . Whereas the premises are
true in the model, the conclusion V(p, V(r,q)) is false.

Syntax Reading of Syntax Natural Example
V(z,r(¥Y,y)) All x r all y All students love all teachers
V(z,7(3,y)) All x r some y All students love some teachers
A(z,r(V,y)) Some x 7 all y Some students see all teachers
I(xz,7(3,y)) | Some x r some y | Some students see some teachers

Table 1.Syntax, their natural readings, natural examples

Lemma 2.2. Let T" be a set of sentences in R(V,3). The followings hold:
1.T|-V(p,V(r,q)) ifandonly if (iff) V(p,V(r,q))el.
2.1f T|[#Y(p,V(r,q)) and I'|-3(p,V(r,q)), then 3(p,V(r,q))er .
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3. If F|+V(p,V(r,q)) and I'|-V(p,3(r,q)), then V(p,3(r,q))el.
4.1f T|+V(p,¥(r,q)) and T|+¥(p,3(r,q)) and T |+3(p,¥(r,q)) and I'|-3(p,3(r,q)), then
A(p,3(r,q))el.

2.1.Model Construction

Here, we give some definitions and examples to clarify the paper.

Definition 2.3. P is a set of noun variables, v and 3 are quantifiers in language of the logic. P is
a set which consists of elements which accepted quantifiers in the language as subscript of nouns.

Example 2.4. If P={x,y}, then Bz{xv,yv,xa,ya}.

Definition 2.5. Let T" be a set of sentences. P. is the set of nouns occurring in T". R. is the set of

binary termsin T". P. isthe set of elements of P. with their quantifiers.

Example 2.6. T'={V(x,3(r,, y¥)), 3(x,3(r;, ¥)), V(z,¥(r;,h))}.

R-={r.n}, B-={x.z,y,h}, P.={x,,z,.%5,y5,h,}

Definition 2.7. We define an translation from B to P(Ig) as the following:

[1:Prs P(P)
XV = {XV 1 XH}
Xs > {x3}

Definition 2.8. We define two sets [F?r] ={[i]:foriin I;r} and M" ¢ Bx Bx R.

Definition 2.9. Let T" be a set of sentences and I, < [P-]1x[P-]xR.. We define a translation from I"
to I

Vec*

Y, I'=> T,
a(p, (r.a))—([p.1.[0,].7)

Please notice that the translation is an one to one correspondence.

Remark 2.10. Note that I,.. <M ™.

Vec =

Definition 2.11. Two elements ([k,],[1;],r5) and ([p,],[q,] ;) of [, are in the same equivalence
class, if k=ax or k=x and p=ax or p=x and I=by or =y and gq=cz or q=z and
r, =1, where x,y,z are basic nouns.

Remark 2.12. If two elements in M ™ are in the same equivalence class, we will denote two elements
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that first two elements are represented by the same letters and last ones are the same. For instance,
([p,)[a,lr) and ([p,][q,]r) are in the same equivalence class because first objects of two

elements are denoted by p, second ones are g and last ones are r.
Definition  2.13. A down-set of element ([k,1[I,],,) of M" is a set

di[(Kk,1.0,1.)1={(p,1.[m,1.r) :[p, <[k, ]and[m,] <[, Jand, =} . We also define
df[M *1={d[i]:i e M}, shortly, M

Definition 2.14. [p, ][k, ]and[m,]Jc[l;]and r, =1 iff ([p,].[m,] r) < (k10,1 1).

Theorem 2.15. T'|-a(p, A(r,q)) iff ([p,1.[q,],r) e M, in other words,

My = (Mo, [[TD) i My = (M7, 9)

Proof 2.15. We will prove the theorem on complexity of sentences of I" and elements of M .
=):
(i) Suppose that T"|-V(p,V(r,q)). Itis clear by Lemma 2.2.
(ii) Suppose that T'|—3(p,V(r,q)) and F|+V(p,V(r,q)). A(p,V(r,q)) must be in T by

Lemma 2.2. So, ({p-}.{0,.q:}:, r)eM/.
(iii) Suppose that T'|-V(p,3(r,q)) and 1“|+V(p,V(r,q)). V(p,3(r,q)) must be in T" by

Lemma 2.2. So, ({p,,p-:{0:}r)eM; .
(iv) Suppose that T'|#V(p,V(r,q)) and T[#v(p,3(r,q)) and T|#3(p,V(r,q)) and

I'|—3(p,3(r,q)), then 3(p,3(r,q)) e’ by Lemma 2.2. Therefore, ({p.}.{a:}.r) € I\/TIT .
(<):

(i1) Suppose that ({p., ps}.{a.,9:} 1) e M/ . Itis clear by Lemma 2.2.
(i2)Suppose that ({p-}.{d,,a:}, r)e M and ([psl.[a.].r) €T . Then, ([p.][q.]r) must

be in T, so that ({p.}.{a..9:}.r)e M/ Dby the model construction. T'|-V(p,V(r,q)) by (il).
Finally, V(p,Vv(r,q))|—3(p,Vv(r,q)) by rule (1) in Figure 1.
Other proofs are routine.

Theorem 2.16. I'|—¢ iff there exists at least one y such that [p]c[y] in M.

Proof 2.16. We saw that there is at least one upper set of ¢ to derive itfrom I'" orasentence y dueto
the definitions Y, and down-sets in the sufficient condition of Theorem 2.15.
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3. The Logic of R(V,3,IA)

Syntax: Our syntax begins with basic nouns x,vy,z... by adding intersective adjectives a,b,c.... We
define the set of nouns, and denote nouns by letters like n, p, and q, by saying that the basic nouns are
nouns, and if X isanounand a isan intersective adjective, then ax isanoun. We call these nouns of
the form ax complex nouns. We do not allow productive predictions which allow to be used more than
one adjective in a complex noun suchas ab:x where a and b are adjectives and X is a basic noun.
One collection P of unary atoms (for nouns) and another collection, R of binary atoms (for transitive

verbs). As isin R(V,3), verbs will be interpreted as binary relations on the universe M .

Syntax Reading of Syntax

Natural Example

V(z,r(V,y)) All x r all y

All students love all teachers

V(az,r(V,by)) All ax r all by

All cleaver students love all instructive teachers

Y(z,r(V,by)) All x r all by

All students love all instructive teachers

V(az,r(V,y)) All ax r all y

All cleaver students love all teachers

V(z,r(3,y)) All x r some y

All students love some teachers

V(az,r(3,by)) All ax » some by

All cleaver students love some instructive teachers

V(z,r(3,by)) All x » some by

All students love some instructive teachers

V(az,r(3,y)) All ax r some y

All students love some teachers

Iz, r(V,y)) Some x r all y

All students see all teachers

I(azx, (¥, by)) Some ax r all by

All cleaver students see all instructive teachers

A(az,m(V,y)) Some ax r all y

All cleaver students see all teachers

A(z, (¥, by)) Some x r all by

All students see all instructive teachers

A(z,r(3,y)) Some x r some y

All students see all teachers

d(azx,r(3,by)) | Some ax r some by

All cleaver students see all instructive teachers

I(ax,r(3,y)) Some ax r some y

All cleaver students see all teachers

I(z,7(3,by)) Some x r some by

All students see all instructive teachers

Table 2.Syntax, their natural readings, natural examples

Semantics: A model M isaset M, together with interpretation functions

[[1]:P —>P(M)
[[1]:R >P(MxM)

For each unary atom peP, [[p]]< M, and for each binary atom r, [[r]]< M xM. We interpret set

terms by subsets of M in the following way:

[[v(r.a)]={xeM :forallve[[q]],(x,v) e[[r]I}
[[3(r,a)]1={x e M :somev e[[q]].(x,v) €[[r]]}

Here is how set terms are read:

V(r,by) :those who r all by
V(r,y) :those whorally
3(r,by) : those who r some by
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3(r,y) :those whorsomey

Finally, we have the definition of truth in a model:
M. |=V(p,r(v,y)) iff [[pll<[Ir(¥,y)]]
Me |=V(p.r(3y)) iff [[pl1<[lr(3 y)I]
Mg l=3(p,r(3,y) iff [[P]INIIrGE )= 2
M¢ |=3(p. r(v.y)) iff [[P]]IN[[r(V,y)]]#<

V(p,VY(r.q)) o v(p,¥(r,q)) 2) 3(p, ¥(r,q)) 3) v(p,3(r,q)) (1)
A(p. ¥(r,q)) V(p,3(r.q)) 3(p, 3(r,q)) 3(p,3(r,q))
(az, B(rq)) _ B(p,3(r,ay))
3@ama) O Aty P
¥(z,B(r.q)) 3(az,a(r,h)) e V(z,B(r.q)) o(h,3(r,ax)) (8)
V(az, B(r,q)) v (ax, B(r,q))
ﬁ(pav(lryy)) a(h,ﬂ('r,ay)) (9) ﬁ(p,v(’r‘,y)) 3(ay,a(r,h)) (10)
.3(}'7: V(T, a'y)) B(pw V(T‘, ay))

Fig. 2.Rules for R(V,3,1A): p,h,q nouns, x,y,z basic nouns, f,a<{v,3}

v(p, Y (r.q))

N

3(p, v (r.9)) p, ¥(r,q))

\/

A(p,3(r,q))

Fig. 3.Derivation diagram for rules (1), (2), (3), (4), (5). p and q are basic nouns or complex
nouns.

Figure 2 indicates rule set of the logic. The rules (6) — (11) are abbreviated form of too many rules. For
3@, v(ra) g 3@%39) sl form of 2@ A a)
3(x, v(r,q)) 3(x,3(r, q)) A(x, A(r,q))
shows that derivations of sentences from a sentence or sentences in the language of the logic. “If F|—(p,

example, . Figure 3 and Figure 4

then F|—1// > is indicated by the arrows. The arrows do not work reverse direction.
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W(ax,3(r,y)) Az, ¥ (r.by)) v (z, I(r, by)) I(ax, ¥(r,y))

| ! N N

I(ax, 3(r,y)) I(x, A(r, by)) V(x,3(r,y)) I(x, 3(r, by)) I(ax,I(r,y)) A, V(r,y))
3w, 3(r)) 3,30 w)) 3, 3 ) 3, 3(r,9))

(a) (b) (c) (d)

V(ax, ¥(r, by))

N

I(ax, V(r,by)) V(ax,3(r,by))

~_

I(azx, I(r,by))

A

A(x, 3(r, by)) I(az, I(r,y))

\/

A(z,3(r,y))
(e)

Fig. 4.Derivation diagrams for rules (6), (7), (8), (9), (10).

One of the main problems in logic is an algorithm to tell if T'|—¢ or not. When one wants to check
whether I'|—3(x,3(r,y)) or not. All the arrows in Figure 3 and Figure 4 may be checked in the

worst-case scenario for derivations in the logic. A model construction which tests being an element of a
set and being a subset of a set is desired to not check the derivations in the scenario.

3.1. Model Construction

Definition 3.1. P is a set of noun variables (complex or basic nouns), Vv and 3 arequantifiers in

language of the logic. A set P consists of elements which accepted quantifiers in the language as
subscript of nouns.

Example 3.2. If P ={x,y,ax}, then Ig:{xv,yv,axv,xa,yﬂ,axa}

Definition 3.3. For a set of sentences T", P. is the set of nouns occurring in T", R is the set of binary

termsin I',and P. is the set of elements of P. with their quantifiers.

Example 3.4. T'={V(x,3(r,, y)), 3(ax,3(r;,by)), V(cz,V(r,2))}.

R.={r,.r}, P.={ax.xczby,z}, P ={x,.c2,,2,.a%, Y}

Definition 3.5. We define an translation from 5 to P(E) as the following:

[1: P> P(P)
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Xv = {XV1 XEI}

X3 {x}

ax, > {ax,,axy, X5}
ax; > {axg, X}

Definition 3.6. We define two sets [P.]={[i]:foriinP.} and M* < PxPxR.

Definition 3.7. Let T" be a set of sentences and I,. < [P-]x[P-]xR.. We define a translation from I"
to I,..

Y, :I'=T,,
a(p,B(r,q)—(p,l[a,1 1)

Please notice that the translation is an one to one correspondence.

Remark 3.8. Notice that T,,,, c M ™.

Definition 3.9. Two elements ([k,].[1,].r;) and ([p,][q,] 1) of L, are in the same equivalence
class, if k=ax or k=x and p=ax or p=x and I=by or I=y and gq=cz or q=2z and
I, =1, where x,y,z arebasic nounsand a,b,c are intersective adjectives.

Remark 3.10. Two elementsin M ™ are in the same equivalence class, if the two elements that first two
elements are represented by the same letters and last ones are the same. For instance, ([p,],[d,] 1)

and ([p,],[d,].r) are in the same equivalence class because first objects of two elements are denoted
by p,secondonesare g and lastonesare r.

Definition  3.11. A down-set of element ([k,L[I,]) of M*™ is a set
dj‘[([ka],[lﬁ],ro)]:{([pa],[mﬂ],rl):[pa]g[ka]and [m,1<[l,]andr, =1} and also we define
di[M 1={d/[i]:ieM"}.

3.2. Constructing steps of M/ fromM

The following steps will be applied for every element of M/ . Note that we have first set
M. =T,..n"M" before applying the following steps.

1.If (B{%,x,},r)eM; and axeP.,thenadd (B,{ax;,ax,},r) to M.

2.1f {x5,x.},7,,r)eM/ and axeP.,thenadd ({ax;,ax,},y,r) to M.

3.1f {ax} B.r)eM; or ({ax;,ax.}, B,r)e M, thenadd ({x.},5.r) to M.

4. 1f (B{ax}r)eM] or (B.{ax,ax,},r)eM[, thenadd (B,{x},r) to M_.

5.1f ({x5, X, }, 4. r)eM/ and axeP.,thenadd ({ax;,ax,},B,r) to M.

6. Finally, the last step is to take d[M;] as M| .
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Example 3.12. For a given " ={¥(x,3(r,,cy)), 3(ax, V(r,,d y)), V(k,3(r;,cl)), I(e x,3(r,,bk))},
P. ={x,ax,cy,dy,k,cl,ex},
FVec = {({Xv’ le}’ {C yEI’ yEI}y ro)’ ({aX5|! le}' {dyV5 dy5|1 ya}; r0)1 ({kv ’ kEI}’ {CIH, IEI}’ I’l), ({e XEI , eEI}’ {bkEU kEI}Y rz)}

>

M is composed of all elements in Table 3 and Table 4. The sign U indicates the sentences that can be
derived from the sentence next to in the figures.

({zv,z3},{cy3,ya},r0) | ({axs,x3},{dyv,dys,ya},r0) |
({z3},{cya,ya},r0) ({aza,z3}, {dya,ya},r0)
({zv,z3},{ya},70) ({z3}, {dyv,dys,ya},r0)
({axv,az3},{ya},ro) since ax € Pr ({z3},{dya,ya},ro0)
({aza},{ya},m0) ({az3,z3},{ya},70)
({aza},{cya,ya},r0) ({za},{ya},m0)

({zv, 23}, {ya},r0)

({za},{cya,ya},r0)

({za},{ya},r0)

({exv,exa}, {ya},r0) Il dueto ex € Pr

Table 3.Applying the constructing steps to ({X,, X}, {c ¥, ¥-}, ;) and ({axs, x.},{dy,,, dy-, y-} 1)

({kVakE}:{dH:‘{ﬂ}ﬂrl) U ({B:EE:EE}:{bkEI:kEI}:T?) U
({ka}, {cla,lz},m1) ({za}, {bk3, ka},r2)
({kv,ka}, {la},m1) ({eza,z3}, {ka},r2)
({k3},{la},7m1)

Table 4.Applying the constructing steps to ({k,,k.},{cl5,1-}, ) and ({e x5, X },{bk;, ks} 1)

Definition 3.13. [p,]< [k,]and [m,]<[l,]and r, =, iff ([p,1.[m,]. %)< (k10,1 %)
Theorem 3.14.T' | —a(p, A(r,q)) iff ([p,].[0,]1r)e I\/TF+ , in other words,

Mg = (Mg [[1D) :& Mg = (M, 6).

Proof 3.14. We will prove the theorem on noun complexity. Proofs for sentences having universal
quantifiers with only basic nounswere already given in R(V,3). Also, derivations of those sentences
from a set of sentences are independent on existence of any other forms of sentences with or without

adjectives. On the other hand, M/ in R(V,3,A) is asuper set of M in R(V,3). We will prove the
theorem considering those situations.

(=) Supposing I'|—a(p, A(r,q)), we will show that ([p,],[q,],r) e M.
Case 1:T'|-V(ax,V(r,by)).If V(ax,V(r,by))el then ({ax,,ax;,x;}{by, by, y-}Lr)eM,

therefore, ({ax,,ax;, x;h{by,.bys, y:}r)e M/ . Suppose V(ax,V(r,by))el' and T'|-V(x, V(r,y))
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and axeP. and byeP.. We know that “if T'|-V(x,V(r,y)), then {X,,%}{Y,, Y} r)eM/ > by
Proof 2.15. ({ax,,ax;, X} {by,.bys, ¥}, r) isaddedto M/ from the construction (1) and (2). Finally,

{ax,,ax;, x. 1 {oy, by, y:1r) e M.
Please note that it is hold for all derivable sentences from V(ax,V(r,by)) since all down sets of
({ax,,ax;, X h{by,,by;, y:} r) are contained by the construction.

Case 2: T'|—3(ax, V(r,by)). If 3(ax,V(r,by))el, itis clear. Otherwise, there is a proof tree
whose root is 3(ax, V(r,by)). There are some cases for this derivation as the follows:

(@) If T'|—V(ax,V(r,by)), we proved and mentioned it in Case 1.

(b) If T'|-V(x,V(r,by)) and axe P, then I'|-V(ax, V(r,by)) again.

(c) If T'|-V(ax,¥v(r,y)) and by e P., then I'|-V(ax, V(r,by)) again (by Case 1).

@d) If T'|-V(x,V(r,y))andax, by € B-, then I'|-V(ax, V(r,by)) again (by Case 1).

Case 3: I'|-V(ax,3(r,by)) is routine.

Case 4: T'|—3(ax,3(r,by)) is routine.

Case 5: T'|—3(x,3(r,y)). If 3(x,3(r,y)) eI, there are possibly an awful lot of proof trees
whose roots are 3(x,3(r,y)) as can be seen in Figure 4. Starting the proofs as we mentioned, for all
sentences which derive 3(x,3(r,y)) are hold. If no sentences of T" derives 3(x,3(r,y)) except itself,
it contradicts our 3(x,3(r,y))¢I" . Hence, if there exists at least one sentence which derives

3(x,3(r,y)), then ([x;],[y5],r) mustbein I\/[I>r+ :

Other proofs are routine.

(<) We will show that T"|-a(p, A(r,q)) supposing ([p,],[d,],T) e I\/T;.

If any ([p,J.[a,]r) in Iy, the proof is easy. Otherwise, we will use the down-set definition
and property of one to one correspondence of I,,.

Let be ([ax,],[by,]1,r) in M/ . Suppose that ([ax,],[by,]. )¢l (otherwise,
V(ax,v(r,by))ell’ , therefore, I'|-V(ax,V(r,by)) ). Then there is a ([p,][q, r]) where
([ax,],[by,],r) isaan element of d{[([p,].[a, r1)]. So, ([p,][a,].r) mustbein I, since Y, is

an one to one correspondence. Hence, a(p, £(r,q)) €. Finally, a(p,4(r,q)) follows a(p, £(r,q)).
Other proofs are routine.

Theorem 3.15. T'|—¢ iff there exists at least one y such that [p]c[y] in M.
Proof 3.15. We saw that there is at least one upper set of ¢ to derive itfrom I'" orasentence y dueto

the definitions Y, and down-sets in the sufficient condition of Theorem 3.15.

Corollary 3.16. Let T" be set of sentences in R(V,3). (M, [[1)., (M/,e) and (M/,c) are
equivalent models.

Corollary 3.17. Let T" be set of sentences in R(V,3). (M, [[1), (M/,e) and (M/,c) are
equivalent models.
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4. Conclusion

This paper has presented two logical systems and their set-theoretic semantics. The smaller system
consists of transitive verbs and quantifiers. The bigger system is an extension of the small one which is
restricted to intersective adjectives. The logical systems have three equivalent set-theoretic models.

(M/,e) and (M;,<) provide simplicity for checking derivability and non-derivability of a sentence
from a set of sentences and also truth and falsity of a sentence in models of the logics because the models
are built on the idea of equivalence class, being elements of a set and also testing whether a subset or not.

We hope that logico-linguists, applied and theoretical computer scientists, and pure and applied
logicians might be interested in results in this paper.
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Abstract:

In this paper reflexive games are defined as a twagct beyond equilibria to
control our opponents by our hiding motives. Thektaf a reflexive game is to
have the opponent’s actions become transparentstowhile our actions remain
obscure for the competitor. In case a reflexive gascarried out between agents
belonging to the same organisation (corporatiompany, institute), success in a
reflexive game can be reached by a purposeful meatidn of some components
of a controlled system. Such a modification for tpearanteed victory in a
reflexive game is calledeflexive management. This kind of management uses
reflexive games to control a knowledge structuragénts in a way their actions
unconsciously satisfy the centre’s goals.

Keywords: reflexive game, reflexive management, speech etemge, discourse
community.

1. Introduction

One of the directions in pragmatic studies is prese by reflexive games. For the first time,
Vladimir Lefebvre formulated reflexive games assugnimany reflexion levels [8], [9], [10].
Reflexive games are understood as an extensionpisteenic games [2]. The game-theoretic
mathematics for the early ideas of Lefebvre has lhexeloped by Dmitry Novikov and Aleksandr
Chkhartishvili [3], [4], [5], [6]. In this paperadppeal to the approach to reflexive games propiwsed
[12], [13], [14]. This approach is unconventionatlaassumes cellular-automatic calculations. First,
| define the context of reflexive games (sectiomm@)l show why in reflexive games there are no
conventional equilibria. Then | introduce the nataf reflexive games in accordance with the ideas
of [12], [13], [14] (section 3). Further, | show Wwowe can apply reflexive games in the
management practice within the so-called reflexnanagement (section 4). Finally, | consider the
role of reflexive management in discourse commesisection 5).

2. Enemies and Games Beyond Nash Equilibria

In the Austrian school of economics it is suppogkdt the simple mutually advantageous
interchange is always possible. In the words of@#meorists, this means that the Nash equilibrium
is always possible. For example, | produce apptesneighbour produces pears. Nevertheless, |
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like pears and my neighbour apples. Then the Naghlilerium is reached by the mutually
advantageous interchange of apples and pearsxdone by using the formula: one apple for one
pear and vice versa. During the interchange eatdr &crational, knows the set of game players,
the goal functions and the admissible set of astmfrall players, and also knows the set of possibl
values of states of affairs. Such knowledge carebehed, in particular by a public communication
of appropriate information of all agents met at @hece. This communication allows them to find
the Nash equilibrium, a simple mutually advantageiaterchange. In the Nash equilibrium there is
a parity of reflexive relations of all players. @re one hand, both actors have autonomy, different
goal functions and, on the other hand, both hetih édher to reach goals by means of a mutually
advantageous interchange, knowing everything abaah other. As the first approximation, the
stock exchange is an example of such an equilibrium

Let us suppose now that rational agents are ouniese They do not wish to help us to
reach the equilibrium of our goal functions by meahan interchange. In every possible way they
hinder us from having the usual interchange witheotplayers (for example, they use dumping
practices so that we will go bankrupt). In thisecdlse Nash equilibrium cannot be reached. We
cannot wait for a simple mutually advantageousrafitenge of goods.

Competitiveness complicates any strategy of regchirmaximal guaranteed payoff. We
should already deal with reflexive games in orderevaluate other actors, for example, to
reconstruct their goal functions taking into acdocincumstances in which they can try to delude
their environment concerning the original motivésheir acts. The main task of reflexive games is
to hide true motives and goals, not to be transpdoe others, but to know everything important
about them. Let us consider Edgar Allen Poe’s exampreflexive games:

| knew one [schoolboy] about eight years of agepsehsuccess at guessing in the game
of ‘even and odd’ attracted universal admiratiohisTgame is simple, and is played
with marbles. One player holds in his hand a nundfghese toys, and demands of
another whether that number is even or odd. Ifginess is right, the guesser wins one;
if wrong, he loses one. The boy to whom | alludenvadi the marbles of the school. Of
course he had some principle of guessing; and Idysin mere observation and
measurement of the astuteness of his opponent&x@ample, an arrant simpleton is his
opponent, and, holding up his closed hand, asks they even or odd?’ Our schoolboy
replies, ‘odd,” and loses; but upon the second leawins, for he then says to himself,
‘the simpleton had them even upon the first treald his amount of cunning is just
sufficient to make him have them odd upon the sécbwill therefore guess odd;'—he
guesses odd, and wins. Now, with a simpleton aedegbove the first, he would have
reasoned thus: ‘This fellow finds that in the finsstance | guessed odd, and, in the
second, he will propose to himself, upon the fimgbulse, a simple variation from even
to odd, as did the first simpleton; but then a sdcthought will suggest that this is too
simple a variation, and finally he will decide uppntting it even as before. | will
therefore guess even;—he guesses even, and wavs.tiNs mode of reasoning in the
schoolboy, whom his fellows termed ‘lucky,'—what,its last analysis, is it?

‘It is merely,” | said, ‘an identification of theeasoner's intellect with that of his
opponent.’

‘It is,” said Dupin; and, upon inquiring, of the yodoy what means he effected the
thorough identification in which his success cotesls | received answer as follows:
‘When | wish to find out how wise, or how stupid, llow good, or how wicked is any
one, or what are his thoughts at the moment, lidasthe expression of my face, as
accurately as possible, in accordance with theesgion of his, and then wait to see
what thoughts or sentiments arise in my mind orthea if to match or correspond with
the expression.” This response of the schoolbay diethe bottom of all the spurious
profundity which has been attributed to Rochefolican La Bougéve, to Machiavelli,
and to Campanella (Edgar Allen Pdég Purloined Letter).
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In this example, the schoolboy has success at ijgessthe game of ‘even and odd,” because he
considers it not as simple guessing, but as axielegame and correctly defines two kinds of
gamers: ‘an arrant simpleton’ who permanently cleanipe strategy upon different trials, and a
‘simpleton a degree above the first’ who uses #maesstrategy upon different trials for cheating
(cheating since the game is understood by gamepsir@sguessing). In other words, the game of
‘even and odd’ assumes two levels of reflexion:ftrst level consisting in using casually different
strategies, the second consisting in using the sstna¢egies and in avoiding casual choices of
strategies. Different people with different intgéint abilities play at different reflexive levelsow
many levels can exist in reflexive games in all?

Let us imagine a nightmare. A huge monster rurey af$ and its speed is obviously faster.
We face two caves. The monster does not have tirsed which of the caves we choose. The first
cave is twisting and the second is a straightdis@ tunnel. It is an example of a reflexive game.
select a cave, assuming which cave the monsterchalbse. Let us consider the possible levels of
reflexion:

* The reflexion of zero level: | do not think that the animal thinks, and the aaligioes not
think that I think. |1 choose the twisting cave, arguments are as follows: in the twisting cave any
speed is reduced and | have a possibility to esttapethe monster; in running through it 1 will not
be in the monster’s sight and my further actionls mat be known by the animal. For the monster
the reflexion of zero level can mean a choice ef direct cave, as it is easier to run through this
cave.

* The first-level reflexion: | think that the animal thinks, and the animahkis that I think.
Formally: Thinka(Thinkg) and Thinkg(Thinka), where agenf is me and ager is the monster. The
monster at this level of reflexion will run througie twisting cave. It already tries to predict my
behaviour and my choice of cave. | also will runotigh the twisting cave, as | know that at the
zero level of reflexion the animal chooses thedlioave.

» The second-level reflexion: | think that the animal thinks, thinking thatHink, and the
monster thinks that | think, thinking that the miamghinks Formally: Thinka (Thinkg (Thinka)) and
Thinkg (Thinka (Thinkg)). Having selected the twisting path, | generdilg not evaluate the mental
abilities of the monster to deceive me. | assurhatlit is able only to commit direct actions and is
not able to deceive. However, this assumption cacoime false. The monster can predict my
actions in order to understand what | think offite second level of reflexion is that | assume that
the monster wishes and is able to predict my astaman intelligent being. Then | should choose
the direct cave. My arguments: any intelligent beselects the twisting cave, because it is easier t
be rescued in it, but such logic is transparenafor rational agent, the same for the monster isf i
rational. At the second level of reflexion | try poedict the actions of the monster recognising tha
it considers me an intelligent being and | try th aot in the way it expects. The monster at the
second level of reflexion also runs through theight cave.

» Thethird-level reflexion: | think that the animal thinks, thinking thathink, thinking that |
think. Thinkg (Thinka (Thinkg (Thinka))) and Thinka (Thinkg (Thinka (Thinkg))). At the second level
of reflexion | detect the monster’'s ability (as eflexive player of the first level) to predict my
behaviour, but | have not yet assumed that the tapiiself can have the ability of reflexion of the
second level and it can act not in the way | exp&tthe second level of reflexion | expected tihat
should run through the straight cave. Neverthel#ss,animal can know itself about this by my
waiting, therefore at the third level of reflexibselect the twisting cave. My arguments: any being
capable of an elementary reflexion of the secowmdlleill select the direct cave, knowing that only
the most naive rational agents select the twistiznge. We wish to act unpredictably for rational
agents, therefore we choose again the twisting. ddweat the third level of reflexion the monster
will run also through the twisting cave. It alssasies that we are capable of deceit.

* The fourth-level reflexion:

Thinka(Thinkg(Thinka(Thinkg(Thinka)))), Thinkg(Thinka(Thinkg(Thinka(Thinkg)))).
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However, my logic with the desire to be unpreditdatan also be transparent for the monster.
Consequently, | cannot be rescued again througtwiséed cave. | should choose the direct cave.
Which cave should | run through then? Which cavethwe animal run through?

In this game of choosing the caves | lose and tbaster wins, ifn > 0 and my level of
reflexion and the monster’s level of reflexion #te same number. | win, if the monster’s level of
reflexion isn and my level of reflexion is + 1.

This example with the monster shows that reflexievels can be an arbitrary natural
number. If | do not know the monster’s mental diedi, | cannot select the level of reflexion upon
which | should act. Then | will stand before botves without the possibility of finding any true
level of reflexion. In this time the monster will@rtake me and eat me. It is an example of the
reflexivity paradox, i.e. the impossibility of defining a true levef ceflexion for a successful
interaction with competitors.

Another example of a reflexive game when the refigx paradox is possible is hide-and-
seek. The first actor hides in one of several rowmtis different lighting, and another agent should
select that room where he will search for the fastor. The degree of lighting is known by both
agents. The strategies of the agents are as follbwessecond actor, who searches, rather prefers to
search where it is lighter (easier to find). On¢batrary, the first actor, who hides, rather prete
hide in dark rooms, because there are more chaocégs undiscovered. It is a zero level of
reflexion for both agents. The increase of reflexiegrees means that it becomes clear to the agent
that it is clear also to his opponent, etc. If It know the mental abilities of the opponent, the
paradox of reflexivity will hold. Then | cannot set the rooms in which it is more preferable to
search (hide). At the same time, the first actdroWides, wins, i > 0 and his level of reflexion is
n + 1, when his opponent’s level of reflexionnsThe second, who seeks, winsif 0 and his
level of reflexionn, is the same as his opponent’s level of reflexion.

It is obvious that if there are no data about a petitor's mental abilities at all, | can act at
the zero level of reflexion, i.e. | can ignore tt@mpetitor’'s intellectual possibilities in his play
against me. If there is an occasion to guess themtal abilities, | select reflexion levalwith
respect to the opponent’s abilities to play inexife games and my possibilities of winning.

If at least one agent selects a game strategy asg@mon-zero level of reflexion, then this
game is called aeflexive game. Its essence consists in finding the level oferatin n of the
competitor (i > 0) to move onto reflexion level (if | have advantages at the equal level of
reflexivity) orn + 1 (if | have no advantages) and to act on thsgshat the given level. The task of a
reflexive game is to have the opponent’s actionsotye transparent for us, while our actions
remain obscure for the competitor.

3. On the Notion of Reflexive Game

Let us notice that in our everyday life we permdlyeface reflexive games. Thereby gamers can
follow different levels of reflexion upon differemtials of the same game. A reflexion level is not
constant. It is a dynamic index. Accordingly, thetery in a reflexive game is determined by who
has managed in most cases to be in dialogueseaehdf reflexionn or n+1 while the interlocutor
remained at leveh. The more difficult the reflexive game, the monéormation we should give
about ourselves to uncover all motivations angbdtispositions of the interlocutor.

There are too many examples of daily reflexive ganiet us consider relationships in a
family. Does a husband or a wife have a priority ireflexive game? Who should be the leader in a
family? Are equal relations possible? Or consi@éatronships with subordinates. Should reflexive
games be carried out in relations with subordirtates

Rules in reflexive games depend on the followingpeeters:

» number of agents (a leader of a group is presented by an agent wiwapable in dialogues of
being at reflexion leveh or n+1 while all other interlocutors remain at levelipon major trials of
the same game; notice that for each pair of agbatasumben can be different);
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» preferences of agents (different goal functions and dependences of thayoff on actions, e.g.
when we know that each agent is interested in amsation of payoff and for this purpose (s)he
commits a minimal set of certain actions, and fffecent agents this set can be different);

» set of admissible actions of agents (there are actions which are unacceptable fomaieé group

of agents, and there are actions which are expemtawbt expected by other agents, but these
actions are admissible for the entire group of &en

» knowledge of agents (at the moment of decision making agents shoulihfiemed, probably
falsely, about all preferences of other agents);

» order of moves (sequence of choices of actions, comprehensildé o the group of agents).

Thus, preferences express what agents want, sathoésible operations express what they
can do, knowledge expresses what they know, aret ofdnoves express when they select actions.

The larger the number of agents in a group, theermomplex task to be a leader (to reach a
victory in a reflexive game upon major trials). &tementary case is the game with two actors.
Such games can be considered in the bimatrix f&my.the monster’s run is a bimatrix reflexive
game of the formx y), wherex is my choice (0 is a straight line, 1 is a twistave),y is the
monster’s choice (0 is a straight line, 1 is a tedscave). | win, ifzy, and the monster wins,xf=
y. Values ofx andy depend on the reflexion level. At an equal levietadlexion x =y and the
monster wins, as at the level of direct actioriseag advantages. At reflexion levefor the monster
andn+1 for us there is no Nash equilibrium.

A classical example of a bimatrix reflexive gamehe Prisoner’'s Dilemma. Each of two
prisoners can choose one of the following two astidto confess a crime” and “not to confess a
crime.” If both agents cooperate with the policethbare sentenced and the vector (1 year, 1 year)
is their payoff. If the first confesses and theosetdoes not, then the first goes free and thenskco
is sentenced and the vector (goes free, 3 yeatlgiispayoff. If the second confesses and the firs
does not, then (3 years, goes free). And if botmaibconfess, their punishment will be equal (2
years, 2 years).

In reflexive games we deal with an unlimited hiehgr of cognitive pictures. Let us consider
a bimatrix game with agenitsndj. Each of them can have their own picture abouate ®f affairs
A. Denote these pictures 4 and Kj4 respectively.The first-order reflexion (thoughts about
pictures of the opponent) is expressed by meanpiabfires of the second order which are
designated b¥Ki4 andKiK;4 whereK;Ki4 are pictures of agemtabout pictures of agentK;K;4
are pictures of agemtabout pictures of aget The reflexion of the second order defines which
pictures of one opponent are related to picturesnather opponent. At this level of reflexion
pictures ofthe third order KiKjKi4 andKjKiK;4 are generated. And so ad infinitum. The collection
of all picturesKi4, K4, KiKi4, KiKj4, KiKiKi4, KiKiK;4 etc. makes an infinite hierarchy.

Definition 1. The reflexion of the agenon then-th level in bimatrix games is expressed byl)-
order knowledge operatokg™ A = KiKiKi...4, where on the right side there arel K,-operators
(m=i,j).

Let us consider two agentandj and suppose that the reflexive game takes platevein.
This means that we hawe™'A and/orKj””A which are understood as perlocutionary effects of
illocutionary acts [15], [16] and satisfy requiremis

(KANKB) =K (AnB); (1)
K (AUB) = (K AUK;B); (2)
K(AUB)=(KANKB); €)

AOB=KADKB, (@)
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ADKA (5)

KKA=KA ©)
For more details see [12], [13], [14].

We know thatd[l ... OK;"AOK;"*A andAD ... OK"AOK;""A. Thereforek;"™*AnK;" Az,

Definition 2. The payoff of a reflexive game on theh level in accordance witk"*A or
K,-””A is called performative equilibrium of this game.

We have the following possibilities:

« bothK"*A and K,-””A are a performative equilibrium—this means thanégjeandj are on the
n-th level of reflexion, simultaneously;

« onlyK{"*Ais a performative equilibrium (then we can tm{éﬂA =K;"A) — this means that agent
i stays on the-th level of reflexion, but ageitstays on then(— 1)-th level of reflexion;

e only K,-””A is a performative equilibrium (then we can t&&&*A =K;"A) — this means that agent
] stays on the-th level of reflexion, but agemtstays on then(— 1)-th level of reflexion.

For any reflexive game on theth level of reflexion we can build up a tree ofpghs.
Vertices of the tree correspond to real or pharagents, participating in reflexive game. Branches
of the tree simulate a mutual knowledge of agentsedlexion leveln: if from (real or phantom)
agenti there exists a path to aggnthen agenj is correctly informed about agentin this case
K,-””A is a performative equilibrium. If botik™A andK,-””A are a performative equilibrium of the
same game, then an appropriate tree has a loop.

In a reflexive game on leveal it is important for agent that Ki”ADK,-””A holds, because it
means that agenmthas really corresponded to level Correctly defining the leveh of reflexion
implies a victory in a game. Let us consider thengaf two brokers to show how it is sophisticated
sometimes to define. Two brokers at a stock exchange have appropewgbert systems which
have been used for the support of decision maKihg.network administrator illegally copied both
expert systems and sold each broker an expertnsystdis opponent. Then he tries to sell each of
them the following information: “Your opponent hgsur expert system.” Then the administrator
tries to sell the information: “Your opponent knowst you have his expert system,” etc. How
should brokers use the information received from administrator and also what information on
what iteration is essential? Theoretically, reflexieveln can be any natural number.

4. On the Notion of Reflexive Management

Any everyday dialogue can be considered a reflegamme. Each person, speaking those or other
things, tries to obtain something from us. We abvay to understand the motives (s)he has for
talking to us. Do they (s)he wish only to learn stinmg from us or to influence us? How exclusive
is the message which (s)he utters? Will we begikntmwv more on the topic after the talk? Is (s)he
sincere? How sincerely does (s)he express foradkdristrategy of creative reasoning?

Emotions, which are expressed in illocutions, ame of the main forms of reflexion. The
interchanging of emotions is always a reflexive gam method of manipulation of others. The
character played by Sharon StoneBasic Instinct (the 1992 movie) shows reflexive abilities in
emotional management. How transparent are her eng#tiAre we capable of winning emotionally
in games with her or at least of reaching an emati@onsensus? Her emotions are not at all
transparent for us as are the emotions of coachiaigers who better know strategies of
management struggle and overcome us in any reédegame.

Insufficient knowledge (lack of common knowledig&*'A) of agenti on reflexion leveh
leads to an actual vector of actions on reflexereln that can differ from a vector expected by
agent. For reaching a performative equilibrium it is edent to follow the following assumptions:
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1. The finite number of real and phantom agentsqgyaate in a reflexive game.

2. Equally informed agents select identical actiaosording to reflexion levei.

3. The rational behaviour of agents consists ihé¢hah of them aspires to maximise a goal function
by a choice of appropriate actions, predicting Whactions other agents will choose as rational
agents from the point of view of knowledge of reite leveln about other agents.

In case a reflexive game is carried out betweemtageelonging to the same organisation
(corporation, company, institute), success in dxefe game can be reached by a purposeful
modification of some components of a controlledtesys Such a modification for the guaranteed
victory in a reflexive game is calleteflexive management. The principal kinds of reflexive
management are as follows:

* institutional management (modification of admissible sets of actions of@lbups of agents);

» motivational management (modification of goal functions of concrete agénts

* informational management (modification of information which agents use ircid&gon making).
Informational management refers to the followingds:

 informational regulating (purposeful influence on information about stateaftairs);

» expert management (purposeful influence on information about moddldecision making);
 active prognosis (purposeful spread of information about future ealof parameters depending
on states of affairs and actions of actors).

The task of reflexive management is formulated as follows: a controlling organ desaa
knowledge structure of agents in a way such tha¢réormative equilibrium satisfies the centre’s
goals (maximally favourable for this centre.)

Management of an opponent’s decision-making cacabged out by means of suggestions
to him/her of some foundations from which (s)helddaogically infer decisions favourable to us.
Such a process of suggesting foundations for amrmgp’'s decision-making is calladflexive
management. Reflexive management can be performed by mearayofg false information about
a state of affairs (creation of false objects), hgans of suggesting an opponent’s purposes
(provocations and intrigues, acts of terrorism @ewblogical diversions), or by means of suggesting
decisions (false advice).

5. Reflexive M anagement in Discour se Communities

A reflexive game is probable only in a case whegenés can reacperformative equilibrium —

they can act concordantly at reflexion lewebs 0. This condition is fulfilled in the case whehere

are mechanisms of intercommunication broadly agrgeesh among people. These mechanisms
have been preserved within an appropriate discocmggmunity Kommunikationsgemeinschaft)

[1] shared by members with a suitable degree afodisal expertise (i.e. members possess one or
more genres in the communicative furtherance oaimss and know a specific lexis) and with a
degree of relevant content to provide informatiod éeedback.

Any discourse community represents a group of lgeao are in permanent interactions
with each other and exchange performative proposti This community is self-organised. Due to
common discourse it can reachiaformational equilibrium, and also a parity of creative reasoning
as well as emotional consensus in interchanginippeative propositions.

Members of a discourse community have a commoecspeompetencesfrachkompetenz)

[1], sufficient for interactions. Let us recall thapeech competence as such is comprehended
neither by members of a discourse community, norobiside agents, but its possession is a
necessary condition for entry into an appropriatecalrse community. Speech competence is
understood as the knowledge and ability to useuageg in accordance with different contexts.
Thus, modelling by speech competence is a key médiomanaging a discourse community.

Any stable group of people united by joint intesasta discourse community. It is presented
by appropriate forms of consolidation. In some sag® emotional community of its members
leads to the appearance of corporate ethics, d.esharing values and priorities. Systems of
sanctions, such as blame or elimination from tloeigy are possible also.
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A discourse community can be transformed into gir@riate social institute. Then group
interests are formulated in an explicit form. Conmmeentres of decision making appear and
individual acts of activity are coordinated withrjp plans. Within social institutes the discourse
community becomes a hierarchical system. Its degf@®mplexity is presented by the opacity of
the decision-making mechanism (the closeness oirtbehanism for how creative reasoning is
constructed, the hiding of a maximal reflexion lewé the centre). The different degrees of
openness of a social structure is possible also.

A discourse community is a multiagent system whoaeicipants have the ability to act,
including a freedom to choose states and straterfiepeech behaviour. Besides a possibility of
choice of activity schemata, members of a discoomsamunity bear characteristic interests and
preferences which can contradict interests anceprtes of other members.

In any multiagent system we assume that therec@lection of subjects and objects which
are units of the system, but they can be diffelgnthe nature: rational, irrational, intelligent,
phantom agents, etc. Among these items there @&ndyf of informational, controlling and other
links, including subordination relations and distitions of the right to make decisions.

Rules, according to which the criteria of interanteffectiveness (performative equilibrium)
are made, define which agents are rational oriamat. The dynamics of a system depends on the
variety of preferences of agents and on the way®on$ensus in the context of control actions. The
order of system functioning can be revealed bydieig a sequence of process data and a choice of
strategies made by system members. Thus, the dmnag order depends on how often different
strategies are chosen.

The life engineering cycle has the following stagd9 design (concept design, detailed
design, validation), (2) realization (plan manutaictg, manufacture, test), service (sell and delive
use, maintain and support, dispose). By analogypbssible to point out a performative cycle of a
discourse community: (1) showing joint interest®) (@definitions of appropriate forms of
performative equilibriums to reach joint interegt3) implementation and realizing corresponding
performative equilibriums, (4) loss of joint inteteFor example, the performative cycle of a cltib o
salsa fans consists of the stages: acquaintansevafral salsa fans, finding a place for regular
meetings (for example, in a bar), realisation oktimgs, acceptance of new members, closing.

In hierarchic discourse communities (for examphesacial institutes) the dialogue with the
centre can be considered a reflexive game. The diffreult the hierarchic multiagent system, the
higher the order of reflexion of the centre. Thengatask consists in explicating performative
cycles of the system in order to uncover the c&ntreechanisms of planning and stimulation and,
then, to involve the centre in a reflexive gameyilgthe order of reflexion sufficient for obtaiigin
victory in this reflexive game.

Centralised systems are a variety of hierarchicsonkheir disadvantage is in that
subordinates ignore a part of their obligations andid full responsibility, meaning that their
manager is completely responsible. The effectivenals management for such a business is
insignificant. The manager is too busy dealing wahtine, and the employees half idle, expecting
visit from the manager. In such systems any refkexjame with the centre has a low reflexion
level, therefore performative equilibriums do nes@ame a high cognitive and emotional consensus
of participants.

The system, in which there is a delegation of peywhere the decision-making process is
distributed throughout the entire system of managdgmis more rational than the centralised
system. The higher tasks of organisation are diviolko many more detailed tasks for which
solutions specific employees are responsible. Heemeh employee (1) surely knows what action
(s)he is responsible for; (2) knows what resoulsgise can use independently and in what cases
(s)he can ask the manager about additional ressju(8¢ knows how outcomes of activity are
evaluated and knows the method of reward for sscCEsese conditions provide the system with
complex reflexive games making the system mordestadrformatively.
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Tudor Petcult is well-known the fact that the Russian cultimas always played a very important
role in western societies and | would say that Whest discovered it much better after the Second
World War because of the Russian immigrants. Segga, explain us what does it mean in fact the
Russian identity for the western cultures and airse for their development.

Basil Lourié | think that the most important was not the secamve of Russian emigration (after
the WWII), but the first one (in 1917 — 1922). Thest wave discovered to the West a lot of
Russian culture. But the second one was more Szeteaind not so useful for the West (with some
exceptions, however: such as a small number ofRbhssian Catacomb Christians). The first
Russian emigration discovered to the West Russidl olistoevsky” and the Orthodoxy, sharply
distinct from the Soviet Union. It became an imgdior the Western culture in some field (esp. of
scholarship and religion) but not especially radicevould prefer to avoid an overestimation ofsthi
impact.
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Tudor Petcu The best way to understand the Russian idergitgrobably Orthodoxy, the most
ancient Christian tradition. Do you think that éifént Russian immigrants who were established in
West helped its citizens to discover Orthodoxy ideper way? We shouldn’t forget that many
Westerns have chosen to become Orthodox.

Basil Lourié Indeed, some influence of Russian emigration sassible in this respect. At least,
the Russian emigration turned out a bit more swfakshan the Greek one (which was also
enormous after the Greek catastrophe in Asia Minod922). However, there was always a
problem with this Russian export-quality Orthodoxyhether the Western convert will become
Orthodox or Russophiles. ROCOR (Russian Churchi@®ussia) destroyed with her own hands,
in the late 1960s, a successful project of the pema Orthodoxy (with the Western rite and
services in different European languages) by ita &warch of Western Europe St John of Shanhai
and San-Francisco. | would say that the Orthodossion was more successful in North America
than in Europe. It was even more successful in laojsation of Eastern Patristics among the
Western (especially Catholic) scholars.

Finally, 1 would not agree with the claim that tRethodoxy is especially important for
Russian identity. Our great Orthodox and nationaliginker, Constantine Leontiev, realised this
fact (and, thus, asked: “Do we really need Russiamonarchic and non-Orthodox?’). Russian
identity is often understood as expressed in sommestian folklore: this is hardly a right opinion,
and this folklore has certainly nothing to do withe Christianity).

Tudor PetcuWould it be correct to say that the Russian GithoChurch Outside of Russia has
meant the rebirth of some western orthodox comrrast

Basil Lourié Such ideas were close to the hearts of some étmbars. The most known among
them is St. John of Shanhai (+ 1966). But they gbasere a small minority within ROCOR. The
majority of both people and bishops were seekim@ftRussian club”.

Tudor PetcuWhat would you say about the book written by Vaid Moss, “The Fall of Orthodox
England”? | make reference to his book becausesheying to highlight some very important
aspects concerning the Russian Orthodox Church.

Basil Lourié | think that it is a good book of vulgarizatiamseful for the first approaching to the
topic. But | forgot what is said there about thesflan Church. Anyway, Vladimir wrote a large
book “The Orthodox Church on the Crossroads”, winesesziews are exposed in an elaborated way.
| cannot say that | share all his views, althougteed, | agree with him that the only real Church
under the Soviet regime was the Catacomb Church.

Tudor PetcuWhich are the main important western countrieem@Russian Orthodoxy has known
the strongest evolution?

Basil Lourié U.S.A. and France.

Tudor Petcul could not forget about one of the most impartarthodox monasteries in England,
called Saint John the Baptist and located in EsElis. monastery is well-known especially because
of Saint Father Sophrony who was Russian and | avbké you to tell me how did manage his
personality to influence the evolution of OrthodomyEngland.

Basil Lourié Fr Sophrony became very popular after his 195@kbabout the Athonite Startets
(Elder) Siluan. Then, Fr Sophrony became an eldeséilf, which provoked some tension between
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him and then the head of the Moscow Patriarchdbeal diocese Metropolitan Anthony (Bloom).
This is why Fr Sophrony and his monastery turneiddumgler Constantinople. Some of the modern
Orthodox believe that Fr Sophrony was a genuinee&tand so, established an important spiritual
centre. Some others think otherwise and, changifiile the words, paraphrase the title of his
bestsellers How | see God as He is.

Tudor Petcu Over the years | have had the privilege to makerviews with many Western
Orthodox theologians and not long time ago, | Hawed out that there is also what we can call the
Western Orthodox Church, reborn especially in Feanc20th century. This rebirth was actually a
result of Eugraph Kovalevsky’'s actions, an immigriom Russia, whose main purpose was the
resurrection of French and Western Orthodoxy. $wv twould you describe his personality as a
Russian Orthodox for a new era of Orthodoxy in West

Basil Lourié Eugraph Kovalevsky was the heart and the driorge of the project under the
omophorion of St John of Shanhai, which | have moaed above. He lived in an extremely
aggressive milieu and was not always able to seeight path in such muddle. But his missionary
zeal was absolutely justified. | strongly belietatt in Western Europe, the Orthodox faith must be
wrapped with the Western rite.

Tudor Petcu As we know, there are numerous Russian orthotlerldgians who lived in West
such as Vladimir Lossky or Sergei Bulgakov. Giviea breadth and importance of their theological
work, how did they influence, from your point ofew, the western Christian theology, especially
the catholic one?

Basil Lourié There is, in the West, a narrow scholarly milieuthose who study Bulgakov,
Florensky, and Vladimir Soloviev. Those scholarsovete interested in Patristics normally do not
read them. Thus, | doubt that there is any senoiisence of Bulgakov (unlike Soloviev) on the
Catholic and other Western theologians. Bulgakdluémced, however, his Russian opponents
Georges Florovsky and John Meyendorff who, in turfluenced Western scholarship immediately.

Vladimir Lossky, a disciple of Etienne Gilson andteong opponent of Bulgakov, is a quite
different story. He influenced both Russian patgadts such as Meyendorff but also the Western
scholars directly. He could be considered as thader of the present-day “Neopatristic Synthesis”.
But Lossky was inspired by the need to write agadBwdgakov’s“Sophiology. So, in this way, both
Bulgakov and Lossky are of importance.
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